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1

0 Introduction: Modelling Nitrogen Dynamics in Soil-Plant

Systems

0.1 Historical Background

The development of numerical models describing plant growth, water flow and turnover

of nutrients in soil-plant systems starts in the late 1960s (Bouman et al., 1996), since then

the availabe computer power allowed to simulate plant growth based on processes such as

photosynthesis (de Wit, 1965) or solute transport in soils including the processes of convec-

tion and diffusion (Frissel et al., 1970; Wierenga and de Wit, 1970; van Genuchten et al.,

1974). However, more complex models of the soil-plant system came up only after per-

sonal computers had become more and more common at the end of the 1970s and during

the 1980s.

After also models to calculate the turnover of soil carbon (C) and nitrogen (N) had been

developed in the 1970s (Dutt et al., 1972; Beek and Frissel, 1973; Mehran and Tanji, 1974;

Tanji and Gupta, 1978), at the beginning of the 1980s the firstmodels result that combine

plant growth with soil water flow, N transport and/or soil C- and N-turnover (Watts and

Hanks, 1978; Seligman and van Keulen, 1981). Until mid of the1980s several models are

developed that include approaches still used nowadays as basis for the simulation of agricul-

tural and forest systems such as CENTURY (Parton et al., 1994), NCSOIL (Molina et al.,

1983), EPIC (Williams and Renard, 1985), CERES (Jones and Kiniry, 1986; Ritchie et al.,

1987), LEACHM (Hutson and Wagenet, 1992), SOILN (Johnsson et al., 1987) and ANIMO

(Berghuijs-van Dijk et al., 1985). Whereas these older models were revised, from the end of

the 1980s until the mid of the 1990s several new models arise that address the increased re-

quest for different applications mainly in the field of agricultural production (Shaffer et al.,

2001) with focus on the soil N-transport and N-turnover: HERMES (Kersebaum, 1989),

DAISY (Hansen et al., 1990), NLEAP (Shaffer et al., 1991), SUNDIAL (Smith et al., 1996),

GLEAMS (Leonard et al., 1987), N-SIM (Engel, 1991a), EXPERT-N (Engel and Priesack,

1993), DNDC (Li et al., 1992), CANDY (Franko et al., 1995), WAVE (Vanclooster et al.,

1995).

Based on extensive experimental datasets several model comparisons were accomplished

(de Willigen, 1991; Diekkrüger et al., 1995; Tiktak and vanGrinsven, 1995). Based on

the comparison of simulated with experimental results, in particular comparing time series

of crop biomasses and contents of soil water and soil mineralN, general model deficits

could be identified, that both concerned all models and only certain models or modelling

approaches. However, because of the high model complexity it was in general difficult or

even not possible to exactly specify the cause of a certain simulation inaccuracy or mod-

elling error. Often also the resolution in time or space of the experimental data is not high



2 0 INTRODUCTION: MODELLING SOIL-PLANT NITROGEN DYNAMICS

enough to identify model wrongness (Diekkrüger et al., 1995). Therefore, among the mod-

els that delivered adequate simulation results were very simple, more empirical models

as well as more complex, physically based models (de Willigen, 1991; Diekkrüger et al.,

1995). An integrative documentation of 23 N-models (Engel et al., 1993) which served

as a basis for the development of EXPERT-N gives a survey on the state of model devel-

opment for application to agricultural crop systems at begin of the 1990s. A more recent

survey can be found in Shaffer et al. (2001), where information on numerous models from

Europe, Canada and USA is provided and additionally different model applications are pre-

sented, see also Priesack et al. (2001) for an EXPERT-N application therein. In the field

of modelling turnover of soil organic substances nine models were evaluated using datasets

from seven long-time experiments to compare their prediction capabilities (Smith et al.,

1997). A further comparison of models that describe trace gas emissions from soils, in

particular N2O-emissions under agricultural management, showed problems and deficits in

establishing an accurate emission prognosis which is needed to determine regional trace

gas inventories (Frolking et al., 1998). This model comparison of the four different models

CASA-NCASA, DAYCENT, DNDC and EXPERT-N used datasets on soil water and nitro-

gen contents and N2O-emissions at four different sites: a dry shortgrass steppe in Colorado

USA, a fertilized ryegrass ley cut for silage in Scotland andtwo cultivated fields in Germany

of the FAM Research Network on Agroecosystems (Schröder etal., 2002).

Until the end of the 1980s often simulation and prognosis were focused to determine the

change in soil mineral N contents between harvest of the maincrop in autumn and sowing

of the following main crop in spring, in particular, it was the aim to quantify the amount of

nitrate N leached during the winter period in order to correctly size the amount of the first

N fertilizer application for the newly growing crop (Engel,1991b).

During the 1990s N model application was extended to describe the dynamics of soil N

pools for the whole vegetation period. This was undertaken mainly to study the impact of

different management systems such as different crop rotations or growth of catch crops on

soil N dynamics, but also to analyse changes in soil organic matter and to quantify trace gas

emissions (CO2, N2O, NO) from soils.

Since the end of the 1990s questions about the robustness of model parameterisation are

increasingly studied in water flow and solute transport modelling (Schulz et al., 1999), in

particular to deal with the observed soil variability (Hupet et al., 2004). Furthermore, N

models were extended to describe the impact of preferentialflow on nitrate leaching (Lars-

son and Jarvis, 1999). Facing the change in climatic conditions also questions about the

impact of changing precipitation patterns (temporal distribution of occurrence, change of

amounts and intensities), changing temperature regimes and changing atmospheric CO2-

and O3-concentrations are addressed and soil-plant-atmospheresystem models are applied
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for prognosis and scenario studies (Grant et al., 2004).

Moreover, the applied model itself is increasingly object of analysis ranging from the verifi-

cation of the program code to the intensive testing of the complete model using experimental

data. Where as the code verification also has to deal with questions about the correctness

and effectiveness of the numerical methods that are appliedto solve the model equations, the

analysis of the complete model also needs to inspect the way the different model parts are

coupled using adequate experimental data sets. Starting with the analysis of single process

models and sub-models without considering the mutual dependencies within the complete

model, step by step the different couplings and feed-back loops between the different model

parts have to be tested. Therefore, highly modular constructed models and model systems

such as EXPERT-N are necessary to allow a more thorough model testing and a scientifically

based model application, which can also help to assess uncertainties and systematic errors

of a process description due to a comparison of different sub-models each representing the

same process model as part of the whole model.

0.2 Model Development and Modularity

In the scientific literature the term model is used in different ways. Often under the term

model an executable computer program is understood that is based on a mathematical for-

mulation of logical rules and equations and can describe or represent a natural system in a

simplified form as part of the reality using input data and parameter values (Refsgaard and

Henriksen, 2004). In this sense already the evaluation of a linear regression equation can be

seen as a model application that describes a set of experimental data representing a certain

part of a natural system. In the following we will understandas a model a finite system of

equations and algorithms that represents a dynamical system describing certain aspects of

the development of a natural process. However, a dynamical system is not only defined in

the strict sense by a system of partial and ordinary differential equations but in a wider sense

by a finite series of differential equation systems augmented by a finite set of algorithmic

rules. Models that are defined in this way are considered as deterministic or mechanistic

models (Addiscott and Wagenet, 1985).

The series of equations and algorithms defining the model canbe build up in a way that

single components as given by certain sub-series describe asingle natural process, e.g.

transport of a chemical or growth of a plant organ. This component-wise composition of

the model system based on models describing single processes defines the modularity of

the model, since the single process models can be consideredas elementary modules from

which sub-models, e.g. the water flow model or the crop growthmodel, and finally the total

model can be constructed.

This modularity of the model allows a thorough model system analysis starting with the
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validation of the of the single process model and ending by the comparison of simulation

results with experimental data to test the mutual couplingsof processes and related feed

back loops that determine the total model. Furthermore, model modularity facilitates model

extension, since the model can be easily expanded by adding further components and the

model can be designed as an open model, which allows the programming user to insert his

self-defined and self-programmed sub-models. Such an open and modular model concept

was realized by the development of the model system EXPERT-N, resulting in one of the first

soil-plant system models with an open and modular model architecture (Abrahamsen and

Hansen, 2000). Because of consequently implementing several different sub-models that

describe the same single process given by different soil-plant system models such as CERES

or LEACHM, from the beginning of the EXPERT-N model development, attention had to

be paid to the exchangeability of single process models. Basis of the model development

was a documentation and review of known models and modellingapproaches (Engel et al.,

1993) that lead to the model structure and the partitioning into modular model groups of

water flow, heat transfer, solute transport, plant growth and agricultural management and

their further division into single process components.
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1 Soil Water: Storage and Seepage

1.1 Introduction

The availability of water is one of the prerequisites for theexistence of life on earth. Liv-

ing organisms consist at a major part of water (plants and animals at a fraction of 50-95%)

and most physiological processes are closely related to thewater phase. At dry land wa-

ter shortage threatens the living functions of terrestrialorganisms within short time, since

life cannot exist under dry conditions without regular water uptake to compensate the water

losses necessary for cooling. Furthermore, water is neededby terrestrial life not only to

build up biomass by assimilation of CO2, but also to decompose organic substances which

happens mainly by micro-organisms in an aqueous environment. Thus, plant canopies con-

sume huge amounts of water (depending on climatic conditions between 10 to 100m3 per

hectare and day). Communities of living organisms in lakes and rivers, soils and ground

water rely on water from which they take up nutrients and energy in form of dissolved or-

ganic substances. Therefore, water is also of high importance for the bio-chemical cycling

of carbon, nitrogen and other nutrients.

For the hydrological cycle soil is an important water storage. Depending on the soil type

one cubic meter of soil contains between 10 to 400 liters of water. Soil type and soil water

capacity also determine if the rain water either runs away over the soil surface (run off)

and reaches the discharge system as a shock wave possibly contributing to the formation

of floods, or if the rain infiltrates into the soil (infiltration) leading to a more steady soil

water flow (seepage) and a regular water supply of plants. Additionally, the more steady

soil water flow serves as means of transport of solved chemicals including plant nutrients

such as ammonium and nitrate. Below the root zone soil water flow usually reaches the

groundwater, which in turn feeds the steady water flow of water sources and rivers. The

water taken up by the soil partly can return to the atmosphereby evaporation from the top

soil or by root water uptake and subsequent transpiration inform of water vapor through

the stomata of plant surfaces. Under dry conditions in particular during the summer when

precipitation is low and the water uptake by the plant canopyalmost exhausts soil water,

then the soil hydraulic gradient can cause water flow from wetter soil horizons below the

root zone or from groundwater towards the upper dry soil (capillary rise).

Moreover, not only the soil but also the vegetation controlsthe rate and amount of run off

from the soil surface. Water storage at the plant surfaces during and after the precipitation

event (interception) reduces the amount of water that hits the soil surface resulting in lower

run off and lower infiltration. Comparing different land usesystems such as forest, grass-

land and field, the forest system has an additional water storage due to its mulch layer and

the mineral soil generally shows a higher number of macropores that enhance infiltration.
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Grassland has no mulch layer and less macropores in the soil.Therefore, the infiltration

capacity of grassland soils is lower than that of most forestsoils, but it is generally higher

than that of crop field soils in which during strong precipitation events a short time soil

surface sealing occurs caused by swelling of fine soil particles in the top soil. In this case

barely any precipitation water infiltrates and a high run offoccurs.

The aim of soil hydrological modelling is to describe the mentioned processes of water flow

in the soil-plant-atmosphere system by mathematical means, in a way that it is possible to

calculate the dynamics of water exchange between atmosphere, soil and groundwater using

as input the data of

• climate and weather conditions as measured by a usual meteorological station,

• basic soil properties including soil bulk density and soil texture and

• land use management e.g. as provided by the farming records

To calculate the water fluxes between atmosphere and the soil-plant system, we estimate

the possible water uptake by the atmosphere using the meteorological data and applying a

model of potential evapotranspiration. In the model systemEXPERT-N different evapotran-

spiration models are available that are often used for meteorological purposes (DVWK,

1996; VDI, 1993; Smith et al., 1992) such as the models of Penman (VDI), Penman-

Monteith (FAO) and Haude (VDI). These approaches can be useddepending on available

meteorological input data. By coupling with the models of soil water flow and crop growth

we can calculate the actual evaporation and actual transpiration from the estimated potential

evapotranspiration.

To simulate one-dimensional vertical soil water flow mainlytwo different approaches are

followed (Gilding, 1992; Engel et al., 1993), and either a capacity model or a model based

on Darcy-Buckingham’s law using a numerical solution of Richards equation is applied. For

both approaches additional soil hydraulic parameters are needed. For the capacity model we

need data on volumetric water contents at saturation, at field capacity and at the permanent

wilting point of each soil horizon. They can be estimated by adiscrete pedotransfer func-

tion, e.g. according to Renger (1971), from basic soil parameters including bulk density,

texture and organic carbon content. For the water flow calculation by Richards equation we

need the soil hydraulic functions, i.e. the retention curveand the unsaturated conductivity

curve. These curves can be given by parametrisations e.g. according to van Genuchten

(1980) and Mualem (1976). If no measured values are available, also in this case pedotrans-

fer functions might be applied to estimate the parameters byusing basic soil properties and

pedotransfer functions, e.g. according to Campbell (1985), Rawls and Brakensiek (1985)

or Vereecken et al. (1989, 1990).
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Since under field conditions often preferential water flow inmacropores is observed, we

additionally included the approach of Durner (1994) in EXPERT-N to simulate water flow

in macropores. This preferential flow occurs only in a small fraction of the whole pore

volume and is fast compared to the water flow in the remaining pores.

Furthermore, three models to consider water flow during soilfreezing conditions (Jansson

and Halldin, 1980; Flerchinger and Saxton, 1989; Hansen et al., 1990) have been included

into EXPERT-N to obtain an adequate description of soil freezing and thawing. This was

achieved by an appropriate model parametrisation and by comparing simulations of the

different models with observed data. The models were applied in combination with the

N2O-model to improve simulations N2O-emissions during freezing and thawing cycles.

1.2 Soil Water Balance

The daily field soil water balance, which describes the dailychange of water content∆WP

[mm d−1] stored in a field soil profileP results from

a) the amount of waterQtop,P [mm d−1], exchanged per day at the soil surface between

the soil profile and the atmosphere,

b) the amount of waterQbot,P [mm d−1], flowing per day across the lower end of the

soil profile, e.g. which leaves or enters the soil profile fromthe saturated zone,

c) the amount of waterSP [mm d−1], extracted per day from the soil profile due to a

sink, e.g. by root water uptake:

∆WP = Qtop,P −Qbot,P − SP (1)

∆WP daily change of water storage in the soil profile P [mm d−1]

Qtop,P daily amount of water exchanged across the upper end of the profile P [mm d−1]

Qbot,P daily amount of water exchanged across the lower end of the profile P [mm d−1]

SP daily amount of water extracted from the profile P due to a sink[mm d−1]

The amount of water entering or leaving the soil profile can bebalanced by quantifying

the particular processes determining the water movement from precipitation to groundwater

recharge. The water flow rateQtop,P [mm d−1] across the soil surface results from the

daily precipitation ratePR [mm d−1] and irrigation rateIR [mm d−1] diminished by: the

change rate of interception waterIC [mm d−1] resting on the vegetation surface; the rate

of runoff along the soil surfaceRO [mm d−1]; and the actual soil evaporation rateEV

[mm d−1]:

Qtop,P = (PR+ IR− IC −RO − EV ) (2)
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The water flow rate across the lower end of the soil profile is determined by the drainage rate

DR [mm d−1] and by the rate of capillary riseCR [mm d−1] from the deeper subsurface

region, e.g. from the saturated zone:

Qbot,P = (DR− CR) (3)

The water sink in the soil profile is given by the root water uptake of the plants correspond-

ing to the actual transpiration rateTR [mm d−1]:

SP = TR (4)

Adding together the water flow across the upper and the lower boundary of the soil profile

and considering the water sink, the following soil water balance results:

∆WP = (PR+ IR− IC −RO −EV )− (DR −CR)− TR (5)

∆WP daily change of soil water storage within the soil profile P[mm d−1]

PR precipitation[mm d−1] IR irrigation [mm d−1]

IC interception[mm d−1] RO runoff [mm d−1]

EV actual evaporation[mm d−1] DR drainage[mm d−1]

CR capillary rise[mm d−1] TR actual transpiration[mm d−1]



1.3 Potential Evapotranspiration 9

1.3 Potential Evapotranspiration

1.3.1 Potential Evapotranspiration from Pan Evaporation Data

1.3.1.1 Daily Potential Evapotranspiration The calculation of the potential evapora-

tion follows the method of Childs and Hanks (1975). It is based on the weekly pan evapo-

rationETweekpan [mm week−1] data, that quantify the total evaporation from an open water

surface during a week. By applying the crop pan factorkc [1] of the considered crop species,

the daily evapotranspirationET daypot [mm d−1] can be obtained:

ET daypot = kc
ETweekpan

7 d
(6)

The empirical crop pan factorkc [1] relates the pan evaporation to the evapotranspiration of

a plant lysimeter, and can be obtained by placing the plant lysimeter next to the evaporation

pan. The pan evaporation rate is then compared with the evapotranspiration rate, calculated

from the water balance of the lysimeter. As example, the croppan factor for a grass canopy

during winter is given bykc=0.5 (Haude, 1954).

1.3.1.2 Evaporation and Transpiration The potential daily soil evaporationEV day
pot

[mm d−1] is calculated from the daily evapotranspirationET daypot [mm d−1] and a crop

specific soil cover fractionfplcv [1], in order to determine the fraction of the soil surface

that is free of plants and plant residues:

EV day
pot = (1− fplcv) ET

day
pot (7)

The potential daily transpirationTRdaypot [mm d−1] is obtained from the difference between

potential daily evapotranspirationET daypot [mm d−1] and the sum of daily actual evaporation

from soilEV day
act [mm d−1] and from interception waterEIdayact [mm d−1] stored on plant

surfaces:

TRdaypot = ET daypot − EV day
act − EIdayact = fplcvET

day
pot + (EV day

pot − EV day
act )− EIdayact (8)

1.3.1.3 Distribution During a Day The amount of potential evapotranspiration during

the dayET [0;1]
p = 1.0d ET daypot is distributed over 12 hours starting at 0.3 day (07h12) and

ending at 0.8 day (19h12), where t denotes the time since the start of a new day (0h00), in

fractions of the day:

ETp(t) =

{
ET daypot π sin[2π(t− 0.3)] if 0.3 ≤ t ≤ 0.8

0 else
(9)
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The amount of potential evapotranspirationET∆t
p [mm] during the time interval∆t =

[t1; t2] ⊂ [0.0; 1.0] is then calculated by the integral

ET∆t
p =

∫ t2

t1
ETp(τ)dτ = f∆t ET

day
pot (10)

defining the distribution factorf∆t [d] for the time interval∆t with τ=0.3:

f∆t =

{
1

2
{cos[2πmax(0; t1 − τ)] − cos[2πmin(1

2
; t2 − τ)]} for ∆t ∩ [τ ; τ + 1

2
] 6= ∅

0.0 else
(11)

Similarly, the potential evaporationEV ∆t
p [mm] and the potential transpiration

TR∆t
p [mm] for the time interval∆t are calculated from the daily potential evaporation

EV day
pot , and daily potential transpirationTRdaypot , respectively:

EV ∆t
p = f∆t EV

day
pot , TR∆t

p = f∆t TR
day
pot (12)

1.3.2 Potential Evapotranspiration - Penman (VDI) Method

1.3.2.1 Penman Equation If the potential evaporation (e.g. from pan evaporation) can-

not be calculated due to the absence of raw data, it can be estimated using the Penman

equation (Penman, 1948). This estimation is based on calculations of the energy balance

(for radiation energy and vaporation heat) and on aerodynamic considerations (concerning

the dependence of evaporation from wind velocity). Climatic input data, such as average

daily air temperatureT [◦C], mean daily relative humidityU [%], wind speedv [ms−1],

cumulative daily solar radiationRsol [MJ m−2 d−1] are required to estimate the daily po-

tential evapotranspirationET daypot [mm d−1] for a grassy surface on a wet soil, or for an

open water surface.

ThePenman equation(DVWK, 1996; VDI, 1993) is defined by:

ET daypot =
∆

∆ + γ
( Rns − Rnl )/L +

γ

∆ + γ
f(v) ( es(T ) − ed ) (13)

ET daypot daily potential evapotranspiration[mm d−1]

∆ slope of the vapor pressure curve[hPa K−1]

γ psychrometric constantγ = 0.663 [hPa K−1]

Rns net shortwave radiation[MJ m−2 d−1]

Rnl net longwave radiation[MJ m−2 d−1]

L latent heat of vaporation[MJ m−2 mm−1]

f(v) wind speed function of Daltonf(v) = 0.27 (1.0 + 0.864 v) [mm d−1 hPa−1]

for the wind speedv [m s−1] in 2 m height

es(T ) saturation vapor pressure[hPa] depending on average daily air temperature T[◦C]

ed average daily vapor pressure[hPa].
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1.3.2.2 Vapor Pressures The saturation vapor pressurees(T ) [hPa] depends upon the

average daily air temperature T[◦C](Sonntag, 1994):

es(T ) = 6.11 exp(
17.62 T

243.12 + T
) (14)

From this expression; the slope of the vapor pressure curve∆ [hPa K−1] can be obtained:

∆ = [es(T + 1.0) − es(T )]/(T + 1.0 − T ) (15)

The average daily vapor pressureed [hPa] is determined from the mean daily relative hu-

midity U [%] and from the saturation vapor pressurees(T ) [hPa] by:

ed = (
U

100
) es(T ) (16)

1.3.2.3 Net Radiation Taking into account the albedoαg [1], which gives the fraction

of the short wave radiation reflected by the soil and crop canopy surface, the net short wave

radiation is obtained:

Rns = ( 1− αg ) Rg (17)

Rns net short wave radiation[MJ m−2 d−1]

α reflection coefficient or albedo

overall average for waterαg = 0.05 and for vegetationα = 0.25 (VDI, 1993)

Rg global solar radiation[MJ m−2 d−1]

The net longwave radiationRnl [MJ m−2 d−1] is the effective reflection from the land

surface. It results from the difference between thermal radiation from soil and vegetation

and the reflected radiation from atmosphere and clouds. It isestimated by the equation of

Brunt (1932), see also (Penman, 1948):

Rnl = ǫ σ (T + 273.15)4 (0.34 − 0.044
√
ed ) (0.1 + 0.9 n/N) (18)

Rnl net long wave radiation[MJ m−2 d−1]

ǫ emissivity = 0.97 for water surfaces, = 1.0 for other surfaces

σ Stefan-Boltzmann constant = 4.910−9 [MJ m−2 K−4]

T average daily air temperature[◦C]

ed average daily vapor pressure[hPa]

n/N daily relative sunshine fraction[1]
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1.3.2.4 Latent Heat of Vaporation To transform radiation energy into its equivalent

water evaporation, the latent heat of vaporationL [MJ m−2 mm−1] is used and is defined

as the energy needed to evaporate 1.0kg m−2 water per day, i.e. the energy for the evap-

oration of 1.0mm d−1. L is determined depending on the average daily air temperature

T [◦C], see DVWK (1996):

L = 2.5 − 2.42 10−3 T (19)

1.3.2.5 Sunshine Duration The daily sunshine durationn [h] can be estimated from the

measured daily solar radiationRg [MJ m−2 d−1] as follows:

n/N = (Rg/Ra − A)/B (20)

n sunshine duration[h]

N maximal possible sunshine duration of the day[h]

Rg cumulative daily solar radiation[MJ m−2 d−1]

Ra cumulative daily extraterrestrial radiation[MJ m−2 d−1]

A,B empirical constants depending on month and site[1]

The cumulative daily extraterrestrial radiationRa [MJ m−2 d−1] and the maximal possible

sunshine duration of the dayN [h] can be calculated from the latitudeφ [Grade] (0◦ ... 90◦)

and the number of the day in the yearJ [1] (1...365), using the solar declinationδ [Grade]

and the sunset hour angleωs [Grade] (VDI, 1993):

Ra = 37, 5985 (0, 01745 ωs sinφ sinδ + cosφ cosδ sinωs) (21)

ωs = arccos(−tanφ tanδ) (22)

δ = arcsin(0, 3978 sin(ξ − 77, 369 + 1, 916 sinξ)) (23)

ξ = 0, 9856 J − 2, 796 (24)

N = 7, 6394 (0, 01745 ωs) (25)

If for a given location in Germany, the monthly values for theempirical constantsA andB

are unavailable the valuesA = 0, 35 andB = 0, 55 can be then used for an approximation

of Ra andN (DVWK, 1996). Otherwise, the use of daily sunshine durationdatan [h] is

recommended.
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1.3.2.6 Consideration of Different Crop Canopies Empirical crop coefficientskc [1]

are used to calculate the potential evapotranspiration fordifferent agricultural crops or for

forest stands. This is achieved by obtaining the product of the reference potential evapotran-

spiration determined by the Penman formula and the crop coefficient for the crop species

being considered:

ET daypot,c = kc ET
day
pot (26)

ET daypot,c daily potential evapotranspiration[mm d−1] for the crop canopy

ET daypot daily potential evapotranspiration[mm d−1] acc. Penman

kc crop coefficient [1]

The crop coefficient accounts for the canopy height and the soil cover of the crop. For

instance, if the canopy does not cover the soil completely, the crop coefficientkc may be

lesser than 1.0. If the crop evapotranspiration is similar to that of low grass,kc is equal to

1.0. For a fully developed crop,kc can increase up to 1.5 (DVWK, 1996):

Table 1: Crop Coefficientskc [1] acc. DVWK (1996)

Mar Apr May Jun Jul Aug Sep Oct Nov/Feb

PA 1.00 1.00 1.05 1.10 1.10 1.05 1.05 1.00 1.00

WW 0.90 0.95 1.15 1.35 1.30 1.00 -.- -.- 0.65

WB 0.95 1.00 1.30 1.40 1.35 -.- -.- -.- 0.65

SB -.- 0.75 1.30 1.40 1.30 -.- -.- -.- -.-

RY 0.85 0.90 1.20 1.30 1.25 0.95 -.- -.- 0.65

OA -.- 0.70 1.10 1.40 1.35 0.95 -.- -.- -.-

SB -.- 0.50 0.75 1.10 1.30 1.25 1.10 0.85 -.-

PO -.- 0.50 0.90 1.10 1.40 1.20 0.90 -.- -.-

PA pasture WW winter wheat WB winter barley SB summer barley

RY rye OA oats SB sugar beet PO potato
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1.3.3 Potential Evapotranspiration - Penman-Monteith (FAO) Method

1.3.3.1 Penman-Monteith Equation Based on the Penman equation for estimating the

potential evapotranspiration, Monteith (1965, 1981) developed a more complex model,

which is now widely used for investigations of soil water flow. To better account for plant

canopies, Monteith introduced two additional crop resistance factors: the aerodynamic re-

sistancera [s m−1] dependent upon wind speed, height and structure of the canopy, and the

crop canopy resistancerc [s m−1] related to the stomatal resistance of the plant leaves and

reflecting the water supply of the canopy.

ThePenman-Monteith equationis thus defined:

ET daypot =
1

L∗

∆ (Rn − G) + ρa ca (es − ed)/ra
∆ + γ (1 + rc/ra)

(27)

ET daypot daily potential evapotranspirationg m−2 s−1]

L∗ latent heat of vaporation[MJ kg−1]

(L∗= 2.45MJ kg−1 for an average air temperature of 20◦C)

∆ slope of the vapor pressure curve[hPa K−1]

Rn net radiation at the soil surface[kJ m−2 s−1]

G soil heat flux[kJ m−2 s−1]

ρa atmospheric density[kg m−3]

ca specific heat of moist air[kJ kg−1 K−1] (=1.013)

es(T ) saturation vapour pressure[hPa] depending on average daily air temperature T[◦C]

ed average daily vapour pressure[hPa] (at dew point temperature)

ra aerodynamic resistancera [s m−1]

rc crop canopy resistancerc [s m−1]

γ psychrometric constant[kPa K−1] (= 0.0665kPa K−1 at 100 kPa atmospheric pressure)

The Penman-Monteith equation has gained significance mainly due to its use as the basis for

calculating the standard grass reference evapotranspiration (ET0). This standard is defined

as the’rate of evapotranspiration from a hypothetic crop with an assumed crop height of

0.12m, a fixed canopy resistance of 70 s m−1 and an albedo of 0.23, closely resembling

the evapotranspiration from an extensive surface of green grass of uniform height, actively

growing, completely shading the ground and not short of water’ (Smith et al., 1992; Allen

et al., 1998). This defines a uniquely determined specification for the calculation of daily

and monthly values of this reference evapotranspiration atchosen meteorological stations

world wide in a uniform way. This quantitatively-defined reference evapotranspiration is

designed to replace only qualitative or unreliable methodsfor the estimation of the potential

evapotranspiration (Smith et al., 1992; DVWK, 1996).
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1.3.3.2 Resistance Factors The crop canopy resistancerc [s m−1] is estimated from the

average daily (24 hours) stomata resistance of a single leafrl= 100s m−1, and from the

leaf area index [1] of the canopy:

rc =
rl

0.5 LAI
(28)

Using the relationLAI = 24 hc and the crop heighthc =0.12m for cut grass, a leaf area

index ofLAI = 2.88 is obtained for the grass reference crop. This yields a crop canopy

resistance ofrc = 70 s m−1.

The aerodynamic resistancera is calculated according to Allen et al. (1989) by

ra =
ln(

zm − d

zom
) ln(

zh − d

zoh
)

k2 vz
(29)

ra aerodynamic resistance[s m−1]

zm height of wind speed measurements above ground in[m]

zh height of temperature and humidity measurements above ground in [m]

k von Karman constant = 0.41 [1]

vz wind speed[m s−1] measured at heightzm above ground

d zero plane displacement of wind profile[m] (Monteith, 1981)

(d = 2

3
hc = 0.08m for crop heighthc = 0.12m)

zom roughness parameter[m] for momentum (Brutsaert, 1975)

(zom = 0.123 hc = 0.015 m for crop heighthc = 0.12m)

zoh roughness parameter[m] for heat and water vapor (Brutsaert, 1975)

(zoh = 0.0123 hc = 0.0015 m for canopy heighthc = 0.12m)

For a standardized height for wind speed, temperature and humidity atz=2m above ground,

and a standardized crop height of 0.12m, the aerodynamic resistance can be estimated as

follows:

ra =
208

v2
(30)

Finally the modified psychrometric constant according to (Monteith, 1965) is calculated:

γ∗ = γ(1 + rc/ra) = γ(1 + 0.34 v2) (31)

γ∗ modified psychrometric constant[kPa K−1]

γ psychrometric constant[kPa K−1]

rc crop canopy resistance[s m−1]

ra aerodynamic resistance[s m−1]

v2 wind velocity[m s−1] at 2m height
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1.3.3.3 Vapour Pressure Deficit and Slope of the Vapor Pressure Curve The vapor

pressure deficit[kPa], i. e. the differencees− ed between the saturation vapour pressurees

[kPa] and the vapour pressure at dew point temperatureed [kPa], is obtained by the daily

minimal und maximal air temperaturesTmin [◦C] andTmax [◦C]:

es =
1

2
[ ea(Tmin) + ea(Tmax) ], where ea(T ) = 0.611 exp(

17.27 T

237.3 + T
) (32)

(Tetens, 1930) and the mean relative humidityU [%] of the day:

ed = U
/ [ 50

ea(Tmin)
+

50

ea(Tmax)

]
(33)

The slope of the vapor pressure curve∆ [kPa K−1] results from Tetens (1930):

∆ =
4098 es

(237.3 + T )2
(34)

1.3.3.4 Aerodynamic Term of the Penman-Monteith Equation The second term, the

aerodynamic term(ET daypot )aer [mm d−1], of the Penman-Monteith equation is given by:

(ET daypot )aer =
86.4

L

ρa ca (es − ed)/ra
∆ + γ∗

(35)

(ET daypot )aer aerodynamic term of daily potential evapotranspiration[mm d−1]

L volumetric latent heat of vaporisation[MJ m−2 mm−1], L = ρw L
∗

(L∗ = 2.45MJ kg−1 at an average air temperature of 20◦C)

ρa atmospheric density[kg m−3]

ρw Water density≈ 1, 0 kg dm−3

ca specific heat of moist air[kJ kg−1 K−1]

es − ed vapor pressure deficit[kPa]

ra aerodynamic resistancera [s m−1]

∆ slope of the vapor pressure curve[kPa K−1]

γ∗ modified psychrometric constant[kPa K−1]

From an equation to calculate the specific heat of moist air

ca = γ
Mw L

∗ 103

Ma pa
(36)

ca specific heat of moist air[kJ kg−1 K−1]

γ psychrometric constant[kPa K−1]

Mw/Ma = 0, 622 ratio of molecular weights of water vapor to dry air [1]

L∗ specific latent heat of vaporisation[MJ kg−1]

pa atmospheric pressure[kPa]
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and from the ideal gas law

ρa =
Ma pa 10

3

R Tv
(37)

ρa atmospheric density[kg m−3]

P atmospheric pressure[kPa]

R specific gas constant = 287[J kg−1K−1]

Tv virtual temperature[K]

[ = 1,01 (T+273) for the daily average air temperatureT ]

Ma = 28, 94 10−3 kg mol−1 molar weight of dry air

the following aerodynamic term for the grass reference evapotranspiration is obtained

(Smith et al., 1992):

(ET daypot )aer =
γ

∆ + γ∗
0.622

pa

3, 486pa
1, 01 (T + 273)

86400
v2
208

(es − ed)

≈ γ

∆ + γ (1 + 0, 34 v2)

900

(T + 273)
v2 (es − ed) (38)

(ET daypot )aer aerodynamic term for the daily potential evapotranspiration [mm d−1]

∆ slope of the vapor pressure curve[kPaK−1]

γ∗ modified psychrometric constant[kPa K−1]

γ psychrometric constant = 0.0665kPa K−1 at 100 kPa atmospheric pressure

v2 wind speed[m s−1] at 2 m height

T daily average air temperature[◦C]

es − ed vapor pressure deficit[kPa]

1.3.3.5 Radiation Term of the Penman-Monteith Equation The first term of the

Penman-Monteith is the radiation term(ET daypot )rad [mm d−1]. For the grass reference

evapotranspiration it is given by

(ET daypot )rad =
1

L

∆ (Rn − G)

∆ + γ∗
= 0.408

∆ (Rn − G)

∆ + γ (1 + 0.34 v2)
(39)

(ET daypot )rad radiation term for the daily potential evapotranspiration[mm d−1]

L volumetric latent heat of vaporisation[MJ m−2 mm−1], L = ρw L
∗

(L∗ = 2.45MJ kg−1 at an average air temperature of 20◦C)

∆ slope of the vapour pressure curve[kPa K−1]

Rn net radiation at the soil surface[MJ m−2 d−1]

G soil heat flux across the soil surface[MJ m−2 d−1]

γ modified psychrometric constant[kPa K−1] with γ = 0.0665kPa K−1

v2 wind speed[m s−1] at 2m height
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Thereby, the net radiationRn [MJ m−2 d−1] is given by the difference between the net

incoming shortwave radiationRns [MJ m−2 d−1] and the net outgoing longwave radiation

Rnl [MJ m−2 d−1], where the net shortwave radiationRns can be calculated from the

measured daily cumulative solar radiationRg [MJ m−2 d−1], if the albedoαc of the canopy

is known (e.g.αg=0.23 for grass):

Rn = Rns −Rnl = (1− αg) Rg −Rnl (40)

The net outgoing longwave radiationRnl [MJ m−2 d−1] is the difference between the

outgoing thermal radiation emitted by the vegetation and soil into the atmosphere and the

incoming thermal radiation emitted by the atmosphere and cloud cover to the earth surface:

Rnl = f (ǫa − ǫvs) σ (T + 273.15)4 (41)

Rnl net outgoing longwave radiation[MJ m−2 d−1]

f cloud cover factor [1]

ǫa effective emissivity of the atmosphere [1]

ǫvs emissivity by vegetation and soil [1]

σ Stefan- Boltzmann constant = 4.9 10−9 MJ m−2 K−4 d−1

T daily average air temperature [◦C]

The net emissivityǫa− ǫvs [1] can be estimated using the equation of Brunt (1932), see also

Jensen et al. (1990), from the vapor pressure at dew point temperatureed [kPa]:

ǫa − ǫvs = ( 0.34 − 0.14
√
ed ) (42)

The cloud cover factorf [1] can be determined from the relative sunshine fraction, i.e. the

ratio n/N between the duration of bright sunshine [h] and thetotal daylength [h]:

f = 0.9
n

N
+ 0.1 (43)

Summarizing, for the net longwave radiationRnl [MJ m−2 d−1] results:

Rnl = (0.9 n
N + 0.1) (0.34 − 0.14

√
ed) σ 1

2 (T 4
min + T 4

max)

= 2.45 10−9 (0.9 n
N + 0.1) (0.34 − 0.14

√
ed) (T

4
min + T 4

max)

(44)

Rnl net outgoing longwave radiation[MJ m−2 d−1]

n daily duration of bright sunshine [h]

N total day length [h]

ed atmospheric pressure[kPa]

σ Stefan-Boltzmann constant = 4.9 10−9 MJ m−2 K−4 d−1

Tmin, Tmax minimal and maximal air temperature of the day[K]
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If no measured data on the sunshine durationn are available, it can be estimated from the

measured daily solar radiationRg [MJ m−2 d−1] by:

n = N (Rg/Ra − A)/B (45)

n sunshine duration [h]

N total daylength [h]

Rsol daily solar radiation[MJ m−2 d−1]

Ra extraterrestrial radiation[MJ m−2 d−1]

A,B constantsA = 0.25 andB = 0.5for an average climate (Smith et al., 1992),

orA = 0, 35 andB = 0, 55 for the whole region of Germany (DVWK, 1996).

The extraterrestrial radiationRa [MJ m−2 d−1] and the total daylengthN [h] of the day

can be estimated from geometrical considerations on the position of the sun (Duffie and

Beckman, 1980) :

Ra =
24 · 60
π

Gsc dr (ωs sinφ sin δ + cosφ cos δ sinωs) (46)

N =
24

π
ωs = 7.64 ωs (47)

Ra extraterrestrial radiation[MJ m−2 d−1]

Gsc solar constant =0.0820MJ m−2 min−1

dr relative distance Earth-Sun [1]

[ dr = 1 + 0.033 cos( 2π
365

J) = 1 + 0.033 cos(0.0172J) ]

δ solar declination [rad]

[ δ = 0.409 sin( 2π
365

J − 1.39) = 0.409 sin(0.0172J − 1.39) ]

φ latitude [rad]

ωs sunset hour angle [rad]

[ ωs = arccos(− tanφ tan δ) ]

J number of the day in the year (1,...,365)

N total daylength[h]

1.3.3.6 Soil Heat Flux Estimation for the Grass Reference Evapotranspiration For

the determination of the grass reference evapotranspiration also an estimation of the soil

heat fluxG [MJ m−2 d−1] is needed. According to Wright and Jensen (1972) this can be

done in an approximative way for an effective soil depth of 0.18 m as follows:

G = 0.38 (Tday,n − Tday,n−1) (48)

G soil heat flux into the soil[MJ m−2 d−1]

Tday,n average air temperature on the actual day[◦C]

Tday,n−1 average air temperature on the preceding day[◦C]
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1.3.3.7 Grass Reference Evapotranspiration (FAO) By summing up the aerodynamic

and the radiation term, i.e. equation (38) and equation (39), the Penman-Monteith equa-

tion for the standardized determination of the grass reference evapotranspiration rate

(ET daypot )0 [mm d−1] results, which is independent from water supply and from crop canopy

state:

(ET daypot )0 =
0.408 ∆ (Rn−G) + γ

900

T + 273
v2 (ea − ed)

∆ + γ (1 + 0.34 v2)
(49)

(ET daypot )0 daily standard grass reference evapotranspiration rate[mm d−1]

∆ slope of the vapor pressure curve[kPa K−1]

Rn net radiation at the crop surface[MJ m−2 d−1]

G soil heat flux across the soil surface[MJ m−2 d−1]

γ psychrometric constant = 0.0665kPa K−1 at 100 kPa atm. pressure

T daily average air temperature[◦C]

v2 wind speed[m s−1] at 2 m height

es − ed vapour pressure deficit[kPa]

1.3.3.8 Crop coefficients for different crops The grass reference evapotranspiration

(ET daypot )0 provides a standard to which evapotranspiration in different periods of the year

and from other crops can be related. This relation is expressed by crop coefficients which

basically are the ratios of the crop evapotranspiration to the reference evapotranspiration.

Consequently, the crop coefficient represents the integration of the major effects that distin-

guish the evapotranspiration of the crop from the reference(Allen, 2000). In the FAO-56

report (Allen et al., 1998) and in Allen (2000) the relation to the standard reference is used

to define an upper limit on the actual evaporation and actual transpiration from any cropped

surface. This upper limit corresponds to the potential evapotranspiration from a wet soil

after complete wetting of the soil surface by precipitationor irrigation. This potential evap-

otranspiration is determined by the maximal crop coefficient Kc,max for the respective crop

depending on crop height, wind speed and relative humidity:

(ET daypot )c = Kc,max (ET
day
pot )0 (50)

(ET daypot )c daily potential evapotranspiration rate of the crop[mm d−1]

(ET daypot )0 daily potential grass reference evapotranspiration rate[mm d−1]

Kc,max maximal crop coefficient[1]
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where

Kc,max = max({κ+ [0.04(v2 − 2)− 0.004(Umin − 45)](
h

3
)0.3}, {Kcb + 0.05}) (51)

κ =

{
1.2 for τ ≥ 3 d

1.1 else
(52)

Kc,max maximal crop coefficient[1]

Kcb basal crop coefficient[1]

v2 wind speed[m s−1] in 2 m height

Umin daily minimal relative air humidity[%]

h average crop canopy height[m]

τ time distance between two precipitation or irrigation events [d]

The daily minimal relative air humidityUmin [%] is estimated by the ratio of the atmo-

spheric pressuresea(Tmin)/ea(Tmax) at the minimal and the maximal air temperature of

the dayTmin [◦C], respectively,Tmax [◦C]:

Umin = 100

[
exp(

17.27 Tmin
237.3 + Tmin

)

/
exp(

17.27 Tmax
237.3 + Tmax

)

]
(53)

The daily potential evaporationEV day
pot [mm d−1] and the daily potential transpiration

TRdaypot [mm d−1] are distributed by the use of the plant specific soil cover factor fplcv [1]

and, by considering the daily actual evaporation of the interception storageEIdayact [mmd−1]

as follows:

EV day
pot = min{(Kc,max −Kcb), (1 − fplcv)Kc,max} (ET daypot )0 (54)

TRdaypot = max{Kcb, fplcvKc,max} (ET daypot )0 − EIdayact (55)

To determine the basal crop coefficientKcb [1] four different crop growth stage periods are

distinguished: the initial, the development, the midseason and the late season period. In

correspondence to leaf area index which increases respectively stays constant in the first

three periods and decreases in the last, the basal crop coefficientKcb [1] is constant during

the initial and midseason periods, increases in the development period and decreases in the

late season. Hence, for the first three periodsKcb [1] is given by:

Kcb =





Kcb,ini for 0 ≤ t < tini

Kcb,ini + (Kcb,mid −Kcb,ini)
t− tini
tdev − tini

for tini ≤ t < tdev

Kcb,mid for tdev ≤ t < tmid

(56)
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and for the late season period( tmid ≤ t ≤ tend ) by:

Kcb = Kcb,mid + (Kcb,end −Kcb,mid)
t− tmid
tend − tmid

(57)

Kcb basal crop coefficient[1]

Kcb,ini basal crop coefficient during the initial period[1]

Kcb,mid basal crop coefficient during the midseason period[1]

Kcb,end basal crop coefficient during the late season period[1]

t time [d]

tini end of the initial period[d]

tdev end of the development period[d]

tmid end of the midseason period[d]

tend end (and duration) of the total period[d]

Table 2: basal crop coefficients (Allen et al., 1998)

tini tdev tmid tend Kcb,ini Kcb,mid Kcb,end

PO 30 65 115 145 0.15 1.10 0.65

SF 25 60 105 130 0.15 1.10 0.25

SB 45 120 200 230 0.15 1.15 0.90

WC 30 170 210 240 0.15 1.10 0.15

SC 40 70 110 130 0.15 1.10 0.15

MA 30 70 120 150 0.15 1.15 0.15

PO potato SF sunflower SB sugar beet (winter)

WC winter cereals SC summer cereals MA maize (grain)

These values for the basal crop coefficientsKcb,mid andKcb,end are adjusted, if the minimal

relative air humidity during the dayUmin is different from 45% and the wind speed in 2 m

heightv2 is not 2.0 m s−1 according to (Allen, 2000):

Kcb,mid = Kcb,mid (table) + [0.04 (v2 − 2)− 0.004 (Umin − 45)](
h

3
)0.3 (58)

Kcb,end = Kcb,end (table) + [0.04 (v2 − 2)− 0.004 (Umin − 45)](
h

3
)0.3 (59)
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1.3.3.9 Direct Consideration of Crop Canopies Instead of calculating one reference

evapotranspiration and using crop coefficients to convert to potential evaporation and tran-

spiration, the Penman-Monteith equation can be evaluated directly using different resistance

factors, crop heights and albedos for different crops, e.g.Droogers (2000).

First the daily potential evaporation of a wet, bare soil(EV day
pot )0 [mm d−1] and the daily

potential transpiration(TRdaypot )0 [mm d−1] of a crop canopy completely covering the soil

is determined by using the Penman-Monteith equation:

(EV day
pot )0 =

1

L

∆ [(1 − αs) Rg −Rnl − G] + ρa ca (es − ed)/ras
∆ + γ

(60)

(TRdaypot )0 =
1

L

∆ [(1− αc) Rg −Rnl − G] + ρa ca (es − ed)/rac
∆ + γ (1 + rc/rac)

− EIdayact (61)

(EV daypot )0 daily potential evapotranspiration of a wet, bare soil[mm d−1]

(TRdaypot )0 daily pot. transpiration of a wet crop canopy completely covering the soil[mm d−1]

EIdayact actual evaporation of the interception storage[mm d−1]

L volumetric latent heat of vaporization[MJ m−2 mm−1]

∆ slope of the vapor pressure curve[hPa K−1]

Rg daily cumulative solar radiation[MJ m−2 d−1]

αs, αc soil albedo, respectively crop albedo [1]

Rnl net outgoing longwave radiation[MJ m−2 d−1]

G soil heat flux[MJ m−2 d−1]

ρa atmospheric density[kg m−3]

ca specific heat of moist air[MJ kg−1 K−1] (=1.013)

es − ed vapor pressure deficit[kPa]

ras, ras aerodynamic resistances for soilras [s m−1] and croprac [d m−1]

rc crop canopy resistancerc [d m−1]

γ psychrometric constant[kPa K−1]

(= 0.0665kPa K−1 at 100 kPa atmospheric pressure)

Second, the soil cover fraction by plantsfplcv [1] is used to distribute the above rates into

the daily potential evaporationEV day
pot [mm d−1] and transpirationTRdaypot [mm d−1]:

EV day
pot = (1− fplcv) (EV

day
pot )0 (62)

TRdaypot = fplcv (TR
day
pot )0 (63)

where the soil cover fraction can be obtained from the leaf area indexLAI [1] of the canopy

as follows:

fplcv = exp(0.45 LAI) (64)



24 1 SOIL WATER: STORAGE AND SEEPAGE

1.3.4 Potential Evapotranspiration - Haude (VDI) Method

For Germany Haude (1955) was the first who proposed an approach based on the method of

Dalton to calculate the mean daily potential evapotranspiration [mm d−1] (DVWK, 1996).

As input data, the air temperatureT [◦C] in 2m height (10min mean at 13:30 GMT), the

relative air humidityU [%] (10min mean at 13:30 GMT) and monthly crop factorsfHaude
(’Haude factors’) are required. TheHaude formulais given by:

ET daypot = fHaude ( es(T ) − ed )13:30 (65)

ET daypot daily potential evapotranspiration[mm d−1]

es(T ) saturation vapour pressure[hPa] at 13:30 GMT

depending on the air temperature T[◦C] at 13:30 GMT

ed actual vapour pressure[hPa] at 13:30 GMT)

fHaude Haude factor[mm d−1 hPa−1] for the specific month and crop

Similar as for the Penman equation the vapour pressure deficit [hPa] at 13:30 Uhr GMT is

estimated using the relative air humidityU [%] and air temperature T[◦C] at 13:30 GMT:

( es(T ) − ed )13:30 = (1 − U

100
) 6.11 exp(

17.62 T

243.12 + T
) (66)

Generally, the Haude method is not accurate enough to estimate the potential evapotranspi-

ration for a single day. But, for calculating monthly and yearly averages and for a regional

survey, the method is proven to be reliable (DVWK, 1996).

Table 3: Haude Factors[mm d−1 hPa−1] VDI (1993)

Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec

SF 0.08 0.04 0.14 0.35 0.39 0.34 0.31 0.25 0.20 0.13 0.07 0.05

BF 0.01 0.00 0.04 0.10 0.23 0.28 0.32 0.26 0.17 0.10 0.01 0.00

GR 0.20 0.20 0.22 0.24 0.29 0.29 0.28 0.26 0.23 0.20 0.20 0.20

PA 0.20 0.20 0.25 0.29 0.29 0.28 0.26 0.25 0.23 0.22 0.20 0.20

MA 0.11 0.11 0.11 0.17 0.21 0.24 0.25 0.26 0.21 0.18 0.11 0.11

SB 0.11 0.11 0.11 0.15 0.23 0.30 0.37 0.33 0.26 0.20 0.11 0.11

WW 0.11 0.11 0.17 0.24 0.33 0.41 0.37 0.28 0.15 0.11 0.11 0.11

WB 0.11 0.11 0.17 0.24 0.37 0.38 0.32 0.22 0.15 0.11 0.11 0.11

OA 0.11 0.11 0.11 0.15 0.34 0.44 0.45 0.30 0.19 0.11 0.11 0.11

RY 0.11 0.11 0.17 0.23 0.30 0.36 0.36 0.27 0.15 0.11 0.11 0.11

SF spruce forest BF beech forest GR grass PA pasture MA maize

SB sugar beet WW winter wheat WB winter barley OA oat RY rye
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1.3.5 Potential Evapotranspiration - Ritchie (CERES) Method

To calculate soil evaporation and plant transpiration according to the method of Ritchie

(1972) data on the average daily air temperatureTday [◦C], the soil albedo [1], the plant

albedo [1] and the solar radiationRsol [MJ m−2 d−1] are used. The mean daily air tem-

perature is estimated from the maximalTmax [◦C] and the minimalTmin [◦C] daily air

temperature by:

Tday = 0.6 Tmax + 0.4 Tmin (67)

The weighting betweenTmax andTmin considers the decrease of transpiration during the

night, when the plant stomata are closed. The total albedoαg[1] of soil and plants is cal-

culated from the soil albedoαs [1] and the leaf area indexLAI [1] depending on the time

of crop emergencetem [d], begintbcf [d] and endtecf [d] of the grain filling phase and the

time of physiological maturitytm [d]:

αg =





αs for t ≤ tbcf

0.23 − (0.23 − αs) exp(−0.75 LAI) for tbcf < t ≤ tecf

0.23 + (LAI − 4)2/160 for tecf < t ≤ tm

(68)

The equilibrium potential evapotranspirationETpot,eq [mm d−1] occurs at high air humid-

ity, when it is in equilibrium with the soil water of the soil surface. It is estimated by:

ETpot,eq = Rg (4.88 10−3 − 4.37 10−3 αg) (29.0 + Tday) (69)

αg albedo[1]

Rg cumulative daily solar radiation[MJ m−2]

Tday mean daily air temperature[◦C]

The daily potential evapotranspirationET potday [mm] is then calculated as the equilibrium

potential evapotranspirationETpot,eq multiplied by 1.1 to account for the effects of unsatu-

rated air. This multiplier is increased (>1.1) to allow for advection when the maximum air

temperature of the dayTmax [◦C] is greater than 35◦C. It is reduced for temperatures below

5◦C to account for the influence of cold temperatures on stomatal closure:

ET potday =





ETpot,eq 0.01 exp[0.18 (Tmax + 20.0)] for Tmax < 5.0◦C

ETpot,eq 1.1 for 5.0◦C ≤ Tmax < 35.0◦C

ETpot,eq [(Tmax − 24.0) 0.05 + 1.1] for 35.0◦C < Tmax
(70)

Finally the daily potential soil evaporationEV pot
day [mm] depending on the leaf area index

LAI [1] results from:

EV pot
day =

{
ET potday (1.0 − 0.43 LAI) for LAI < 1.0

ET potday exp(−0.4 LAI) for 1.0 ≤ LAI
(71)
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1.3.6 Interception Models

The quantification of all relevant water fluxes in terrestrial ecosystems often also includes

the determination of interception and related water fluxes.This means we need to determine

storage and evaporation of water that is wetting plant surfaces during and after precipitation

or irrigation. To calculate the net-precipitation, i.e. the part of the gross-precipitation which

reaches the soil, different interception models have been developed that can simulate water

storage caused by canopy interception as well as interception evaporation, throughfall and

interception drainage including stem flow.

For forest systems one of the well known models is the Rutter model (Rutter et al., 1971;

Bouten et al., 1996; Klaassen et al., 1998) which was simplified by Gash (1979), see also

Gash et al. (1995); Valente et al. (1997). For agricultural systems von Hoyningen-Huene

(1981) and Braden (1985) investigated the interception of precipitaton in different crop

canopies and developed a simple interception model for agricultural crops.

Rutter Model The model of Rutter calculates the amount of waterS [mm] that is wet-

ting the plant surfaces and thus is temporarily stored by thecanopy by applying a time-

continuous dynamical non-stationary modelling approach.Besides the water storageS

[mm] this approach also considers the evaporation rateE [mm d−1] and the drainageD

[mm d−1] from the wetted plant surfaces, assuming the drainage to consist of both canopy

drip and stem flow:

dS

dt
= (1− a) R − D − E (72)

D =

{
0 for S < c

b (S − c) for S ≥ c
(73)

E =

{
d ETpot S/c for S < c

ETwet for S ≥ c
(74)

S water storage due to interception[mm]

R precipitation rate[mm d−1] given byR = dP/dt

D drainage from canopy to soil[mm d−1] (canopy drip plus stem flow)

E interception evaporation rate[mm d−1]

P (gross-)precipitation[mm]

a fraction of throughfall[1] (empirical parameter)

b fraction of drainage[1] (empirical parameter)

c canopy storage capacity of interception (empirical parameter)

d evaporation coefficient (empirical parameter)

ETpot potential evapotranspiration rate[mm d−1]

ETwet potential evapotranspiration rate[mm d−1] during precipitation, e.g. calculated

according to Penman-Monteith (FAO) with zero stomatal resistance (rs = 0)
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The empirical parametersa, b, c, d can be estimated, for example, by fitting the model to

measured data of net-precipitation possibly available fora certain period. The simulated or

predicted net-precipitation rate then results by adding the simulated rates of throughfall and

drainage (canopy drip plus stem flow) that reaches the soil.

Gash Model Based on the model of Rutter, Gash developed a time-discretedynamical

interception model. For this purpose precipitation is conceived as a series of single precipi-

tation events, where each event consists itself of three different phases, i.e.

• of the wetting phase, from the onset of the precipitation event until the saturation of

the interception storage capacity of the canopy,

• of the saturation phase, i.e. when the interception storagecapacity of the canopy is

saturated during the precipitation event and

• of the drying phase, from the end of the precipitation event until the total drying of

the plant surfaces of the canopy.

The interception amountI [mm] during a precipitation event of duration∆t = [t0, te] rep-

resented by the time interval is given by the sum of the amountof waterSe [mm] stored at

the plant surfaces during this time and the amount of waterEe [mm] that already evaporated

from this water storage

I = Se + Ee =

∫

∆t

dS

dt
dt +

∫

∆t
E dt (75)

assuming a constant evaporation rateE [mm d−1] for the evaporation from the plant sur-

faces. According to the model of Rutter, equation (72), we get:

Se =

∫

∆t

dS

dt
dt =

∫

∆t
(1−a)R−D−E dt = (1−a)P −

∫

∆t
D dt−Ee = P − Ee − Q

(76)

where the net-precipitationQ [mm] is given by the sum of throughfall, canopy drip and

stem flow:

Q = aP +

∫

∆t
D dt (77)

The interception then results from:

I = Se + Ee = (P − Ee − Q) + Ee = P − Q (78)

To distinguish between wetting and saturation phase the amount of precipitation is cal-

culated that is needed to reach the canopy interception capacity. This has to include the

calculation of the evaporation which occurs during the process of saturation.



28 1 SOIL WATER: STORAGE AND SEEPAGE

From the model of Rutter then follows, that during the fillingof the interception storage

capacity, i.e. as long asS < c, no drainage occurs, i.e. it isD = 0, and that the following

equation holds, if interception evaporation during fillingis assumed to be constant and given

by the termE (S/c) for d = 1 andE = ETwet:

dS

dt
= (1− a) R − E (S/c) (79)

By integration with respect to time results, if also a constant precipitation rateR is assumed

during filling:

S = (1− a)
R c

E
[1− exp(−Ets/c] (80)

From this the timets d when the interception storage capacity is reached, i.e.S = c, can be

calculated:

ts = − c/E log[1− (E/R)/(1 − a)] (81)

Finally one gets the precipitation amountPs [mm] necessary to fill the interception storage

capacity:

Ps = R ts = − R c

E
log[1− (E/R)/(1 − a)] (82)

During the wetting phase as long as the interception water storage capacity is not completely

filled and the precipitation amountP is still belowPs, there is no canopy drip and no stem

flow, i.e. there is zero drainageD = 0. Therefore, ifP < Ps, the interceptionI [mm] is

given by:

I = (1− a) P (83)

During the saturation phase, when the interception storagecapacity is saturated, i.e.Se = c,

thenSe is constant and the supplementary interception is given by:

dI

dP
=

dSe
dP

+
dEe
dP

=
dEe
dP

= 1/R
d

dt
(

∫
E dt) = E/R (84)

Therefore, for the caseP ≥ Ps, the interceptionI [mm] is obtained by further assuming a

constant ratio betweenE andR during precipitation (Gash, 1979), using equation (83) and

integrating equation (84):

I = (1− a) Ps + (E/R) (P − Ps) (85)

For the application of the Gash-Model the empirical interception parametersa, c andE/R

are needed as input. As for the Rutter-model they may be estimated by using measured

data of throughfall or net-precipitation. Alternatively,parameter values can be chosen from

corresponding tables depending on tree species and tree density (de Vries et al., 2001).
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von Hoyningen-Huene and Braden Model Although the significance of interception

during precipitation for the determination of the water balance was well known from forest

hydrologic investigations, interception in agriculturalcrops was at first underestimated and

considered to be negligible. One reason for this might have been the relatively high error

of precipitation measurement e.g. due to the impact of wind and evaporation. Therefore,

precipitation amounts often have been underestimated leading partly to a compensation

of the lack of water in the water balance, which occurred by ignoring interception (von

Hoyningen-Huene, 1981; von Hoyningen-Huene and Nasdalack, 1985).

In contrary to forestal crops, interception evaporation during precipitation can be neglected

for agricultural crops. Therefore, for agricultural cropsinterception can be calculated by

using a simple saturation approach, for which only one empirical interception parameter

has to be determined and used as model input (Braden, 1985):

Iday = a fLAI

[
1− a fLAI

a fLAI + fplcv P
day
grs

]
(86)

Iday daily interception[mm] (i.e. the amount of water intercepted from precipitation

during one day)

P daygrs daily (gross-)precipitation[mm]

a plant specific interception storage capacity per leaf area[mm] (empirical parameter).

For an average canopy a value ofa = 2, 5mm is assumed

fLAI leaf area index[1]

fplcv plant cover factor[1] (≈ fLAI/3)

For increasing values of daily (gross-)precipitation the calculated daily interception approx-

imates the saturation valuea fLAI [mm], which is the product of the empirical parameter

a [mm] and the leaf area indexfLAI [1]. If no precipitation falls, then also no interception

occurs, hence the interception curve given by equation (86)passes through the origin (zero-

point). There, the curve attains its maximal slope, prescribed by the plant cover fraction

fplcv [1].
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1.4 Darcy-Buckingham Model

1.4.1 Equations of Soil Water Flow Dynamics

1.4.1.1 Darcy’s Law During investigations of the fountains in the city of Dijon,France,

Darcy (1856) established empirically a linear relationship between the hydraulic gradient

∆H/∆z [1] and the volumetric water fluxqw [mm d−1] through a vertical saturated sand

column:

qw = −Ksat
∆H

∆z
(87)

The volumetric water fluxqw [mm d−1] is the volume of water flowing per unit of time

through a unit area perpendicular to the direction of flow.∆H [mm] is the height difference

between the upper end of the water column resting on the sand surface and the lower end

of the soil column, where the water flows out.∆z [mm] is the sand column length and

Ksat [mm d−1] is the saturated hydraulic conductivity depending on the porous medium,

in this case the type of sand.

1.4.1.2 Darcy-Buckingham Law To describe water flow through unsaturated soils

Darcy’s law, equation (87), was extended to a more general form by Buckingham (1907).

The coefficientK, the hydraulic conductivity, now depends on the water content θ, a quan-

tity which changes with flowing. Since in most cases this dependency is nonlinear, the more

general Darcy-Buckingham law is a nonlinear flux law:

qw = −K(θ)
dH

dz
(88)

qw volumetric water flux[mm d−1]

K(θ) unsaturated hydraulic conductivity[mm d−1]

θ volumetric water content[mm3 mm−3]

dH/dz hydraulic gradient [1]

H soil water potential [mm] (expressed in potential energy ofsoil

water per unit weight of water)

z soil depth[mm]

Notation: The water potentialψw is defined as an energy density, i.e. as the potential

energy of soil water per unit volume of water.ψw thus has the dimension of pressure

[Pa]. Instead of relating the soil’s water potential energy to the volume of water, it is often

determined per weight of water and the water potential is expressed as an equivalent in

heightH = ψw/(ρw g). H is then called hydraulic head and has the dimension of length

[mm].



1.4 Darcy-Buckingham Model 31

In the following it is assumed that the direction of the depthz is downward positive, i.e.

that z points to the centre of Earth. Additionally, the reference heightz0 of a reservoir of

pure and free water, which gives the reference state for soilwater potential measurements,

is assumed to be the height of the soil surface, i.e.z0 = 0. Furthermore, by convention,

the gravitational potential at a positionz above the reference heightz0 is higher than at the

reference point itself. Therefore, the gravitational potentialψg [Pa] at pointz [mm] is given

by

ψg = − ρw g (z − z0) = − ρw g z (89)

whereρw ≈ 1.0 kg dm−3 stands for the density of water andg = 9.81 m s−2 for the

acceleration of gravity. Neglecting the osmotic potentialthe water potential or hydraulic

potential of the soil (as energy density)ψw [kPa] is the sum of the matric potentialψm [Pa]

and the gravitational potentialψg [Pa]:

ψw = ψm + ψg = ψm − ρw g z (90)

Expressing the water potential as energy per unit weight of water, i.e. by the hydraulic head

H = ψw/(ρw g) and the matric headh = ψm/(ρw g), one gets

H = h − z (91)

1.4.1.3 Mass Balance Equation Assuming that as a first approximation the soil can be

considered as a rigid porous medium, the mass balance equation for soil water is given by

∂θ

∂t
+

∂qw
∂z

+ Sw = 0 (92)

whereSw = Sw(t, z, θ(h)) [mm mm−1 d−1] denotes the sink term representing the root

water uptake rate.

1.4.1.4 Richards Equation Inserting qw from the Darcy-Buckingham equation (88)

into the mass balance equation (92) yields the Richards equation in it’s mixed form:

∂θ

∂t
=

∂

∂z
[K(θ(h)) (

∂h

∂z
− 1 ) ] − Sw(t, z, θ(h)) (93)

whereθ(h) [1] is called water retention function describing the volumetric soil water con-

tent as function of the matric potential. Applying the chainrule of differentiation to∂θ/∂t

the head form of the Richards equation is obtained:

C(h)
∂h

∂t
=

∂

∂z
[K(h) (

∂h

∂z
− 1 ) ] − Sw(t, z, h) (94)

where the functionC(h) = dθ/dh [mm−1] is called specific soil water capacity and

K(h) [mm d−1] denotes the unsaturated hydraulic conductivity as a function of the matric

potential.
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1.4.2 Hydraulic Functions

For the application of the Richards equation (94) in soil water flow simulations the coeffi-

cients of the equation have to be known. That means, the following functions of the matric

potential h,

a) the water retentionθ(h), i.e. the volumetric water contentθ at matric potential h,

b) it’s slope, the specific water capacityC(h) =
dθ

dh
and

c) the unsaturated hydraulic conductivityK(h)

have to be given, if possible, in a form, which can be evaluated with relative ease. Hence, to

represent the hydraulic functions in a useful way numerous different mathematical closed

form expressions have been formulated and applied (Leij et al., 1997). These representa-

tions are referred to as ’parametric models’ or ’parameterisations’ of the hydraulic func-

tions, since they provide a small set of parameters by which the form of the functions is

completely determined. The values of these parameters are obtained by fitting the corre-

sponding parametric models to the measured hydraulic functions. Thus, only a few param-

eter values are sufficient to represent the hydraulic properties needed to simulate soil water

flow with Richards equation. Furthermore, using comprehensive datasets on measured soil

hydraulic properties pedotransfer functions can be derived, such that parameter values for

parameterisations of soil hydraulic functions can be determined by basic soil properties in-

cluding data on texture, bulk density and organic matter content (van Alphen et al., 2001).

Since soil horizons can have considerably different soil hydraulic properties, parameter val-

ues are needed for each single soil horizon.

In EXPERT-N the following parametric models according to

• van Genuchten (1980) - Mualem (1976),

• Brooks and Corey (1966) - Burdine (1953),

• Hutson and Cass (1987) - Burdine (1953), and

• Brutsaert (1966) - Gardner (1958)

are provided as the standard parameterisations for the hydraulic functions.

Moreover, in EXPERT-N additional parametric models to represent hydraulic functions can

be chosen, in particular for bimodal hydraulic functions. If measurements are available,

parameter values can be estimated using the fitting and optimization routines of EXPERT-

N. If measured data on hydraulic properties are lacking, butbasic soil properties are known,

pedotransfer functions are used EXPERT-N to determine the soil hydraulic parameter values

which are needed.



1.4 Darcy-Buckingham Model 33

1.4.2.1 van Genuchten - Mualem Parameterisation The today most widely used para-

metric model is the model of van Genuchten (1980):

θ(h) = θres + (θsat − θres) [ 1 + (α |h|)n ]−m (95)

h(θ) = − 1

α

[ (
θ − θres
θsat − θres

)
−1/m

− 1

]1/n
(96)

h matric potential[mm]

θ volumetric water content[mm3 mm−3]

θsat saturated volumetric water content[mm3 mm−3]

θres residual volumetric water content[mm3 mm−3]

α, n,m van Genuchtenα [mm−1], α > 0, van Genuchten n[1] and m[1], n > 0, m > 0,

oftenm = 1− 1/n is assumed, see equation (99)

θsat, θres, α, n,m are the parameters which can be determined by matching the parametric

model to experimental data. Often the saturated volumetricwater contentθsat is set equal

to the porosityφ andθres is set to zero. But in field experiments, because of entrapped

air and large pores which drain so fast that they get not saturated,θsat is often found to be

smaller than porosity. Moreover, the residual water content θres which is thought to indicate

adsorbed water, is mainly used as a pure shape parameter giving an additional degree of

freedom for curve fitting.

The unsaturated hydraulic conductivity is calculated using the general model of Mualem

(1976) and Mualem and Dagan (1978), i.e. by the following integral formula:

K(S0) = Ksat S
p
0

(
∫ S0

0
|h(S)|−q dS

∫ 1

0
|h(S)|−q dS

)r
(97)

Here, the relative saturationS0 [1] at the matric potentialh0 [mm] is defined by:

S0 = S(h0) =
θ(h0)− θres
θsat − θres

(98)

K(S0) unsaturated hydraulic conductivityK [mm d−1] as function of relative saturationS0 [1]

Ksat saturated hydraulic conductivity[mm d−1]

h matric potential[mm]

θ volumetric water content[mm3 mm−3]

θsat saturated volumetric water content[mm3 mm−3]

θres residual volumetric water content[mm3 mm−3]

p, q, r parameter values[1], which can be estimated by curve fitting to experimental data:

p > 0, q > 0, r > 0; acc. Mualem (1976)p = 1

2
, q = 1 andr = 2.
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Using the van Genuchten parameterisation with the restrictionm = 1− q/n results the fol-

lowing expression for the unsaturated hydraulic conductivity K(h) [mm d−1] as a function

of the matric potentialh [mm] (van Genuchten, 1980):

K(h) = Ksat {[1 + (α|h|)n]q/n−1}p {1− (α|h|)n−q [1 + (α|h|)n]q/n−1}r (99)

Without the restriction on the parameterm a mathematical expression forK(h) [mm d−1]

was given by van Genuchten and Nielsen (1985), which is in fact more general but also

more difficult to evaluate:

K(h) = Ksat {[1 + (α|h|)n]−m}p [Ix(u, v)]r (100)

K(h) unsaturated hydraulic conductivity[mm d−1]

h matric potential[mm]

Ksat saturated hydraulic conductivity[mm d−1]

α, n,m van Genuchtenα [mm−1], n [1], m [1]

p, q, r parameter values [1], acc. Mualem (1976)p = 1

2
, q = 1 andr = 2.

Ix(u, v) incomplete Beta-function, which is calculated by continued fractions,

wherex = [1 + (α|h|)n]−m, u = m+ q/n andv = 1− q/n, u > 0, v > 0

1.4.2.2 Brooks and Corey - Burdine Parameterisation One of the precursors of the

van Genuchten parametric model is the model of Brooks and Corey (1966):

θ(h) =

{
θres + (θsat − θres) (h/a)

−λ for h < a

θsat for a ≤ h
(101)

h(θ) = a

(
θ − θres
θsat − θres

)
−1/λ

for θ < θsat, (102)

(for θ = θsat , i.e. for h ≥ a , the functionθ(h) cannot be inverted).

h matric potential[mm]

θ volumetric water content[mm3 mm−3]

θsat saturated volumetric water content[mm3 mm−3]

θres residual volumetric water content[mm3 mm−3]

λ Brooks and Corey exponent [1]

a air entry value or characteristic length of the soil[mm]
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Near saturation it is assumed thatθ remains constant,θ = θsat, until the matric poten-

tial falls below the value ofa, the air entry value. Then the relative saturation decreases

exponentially with further decreasing matric potential. The slopedθ/dh of the retention

function, i.e. the specific water capacity is discontinuousat a. Hence, the Brooks and

Corey parameterisation is not smooth (not continuously differentiable) near saturation.

Forα|h| ≫ 1 the parametric model of Brooks and Corey is a good approximation of the van

Genuchten model, if we seta = −α−1 andλ = mn. Therefore, the physical interpretation

of the parameter van Genuchtenα is usually to be the inverse air entry value of the soil.

From the model of Burdine (1953), i.e. from equation (98) with p=2, q=2 and r=1, results

the following expression for the unsaturated conductivityK(h) [mm d−1]:

K(h) =

{
Ksat (h/a)

−2−3λ for h < a

Ksat for a ≤ h
(103)

h matric potential[mm]

Ksat saturated hydraulic conductivityK(h) [mm d−1]

λ Brooks and Corey exponent [1]

a air entry value[mm]

1.4.2.3 Hutson and Cass - Burdine Parameterisation Following the model LEACHN

(Hutson and Wagenet, 1992), the parametric model of Hutson and Cass (1987) can also be

used in EXPERT-N:

θ(h) =

{
θsat (h/a)

−1/b for hi > h

θsat [ 1 − (h/a)2 (2b)−1 (h/a)−2−1/b] for 0 ≥ h ≥ hi
(104)

h(θ) =

{
a (θ/θsat)

−b for θ < θi

a (1− θ/θsat)
1

2 (θi/θsat)
−b(1− θi/θsat)

−
1

2 for θi ≤ θ ≤ θsat
(105)

h matric potential[mm]

θ volumetric water content[mm3 mm−3]

θsat saturated volumetric water content[mm3 mm−3]

θi/θsat = 2b/(1 + 2b) [1]

hi = a [2b/(1 + 2b)]−b [mm]

a air entry value[mm], parameter value to be fitted (Campbell A)

b parameter value to be fitted (Campbell B)[1], corresponds to the inverse

of the Brooks and Corey exponentλ, i.e. b = λ−1
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To obtain a smooth transition zone from the unsaturated to the saturated part of the curve

the exponential function is extended tohi ≤ h ≤ 0 by a parabolic function, in a way that no

additional parameters are needed. Furthermore, the derivation dθ/dh is continuous, thus,

also athi, which is the inflection point of the curve.

For each soil horizon the empirical constantsa andb, so-called Campbell A and B, are esti-

mated by matching the parametric model to the measured retention function. They can also

be calculated from basic soil data on texture, bulk density and organic matter, respectively,

carbon content of the considered soil horizon by the use of pedotransfer functions. Note

that for this parametric model the residual water content isset to zero.

The hydraulic conductivity can be obtained from equation (98) with p=2, q=2 and r=1, i.e.

by the model of Burdine (1953):

K(h) = Ksat (h/a)
−2−3/b for h < hi (106)

K(θ) = Ksat (θ/θsat)
2b+3 for θ ≥ θi (107)

K(h),K(θ) hydraulic conductivity[mm d−1] as a function ofθ or h

h matric potential[mm]

θ volumetric water content[mm3 mm−3]

Ksat saturated hydraulic conductivity[mm d−1]

θsat saturated volumetric water content[mm3 mm−3]

a, b Parameter values of equation (105)

For values of the matric potential ofh < hi = h(θi) the expression forK(h) is applied, else

for the corresponding water contentsθ ≥ θi, the transformed equation forK(θ) is used.

1.4.2.4 Brutsaert - Gardner Parameterisation The parametric model of Brutsaert

(1966) for the retention function is a specific case of the model of van Genuchten (1980)

takingm = 1. Hence, Brutsaert’s model may be seen as a previous specific version of van

Genuchten’s model. The same function type was used by Gardner (1958) for the parame-

terisation of the unsaturated conductivity function, see also (Vachaud and Vauclin, 1975)

K(h) = Ksat
1

1 + (A|h|)B (108)

K(h) unsaturated hydraulic conductivity[mm d−1] as a function ofh

h matric potential[mm]

Ksat saturated hydraulic conductivity[mm d−1]

A,B Parameter values Gardner A[mm−1] and Gardner B [1]

In EXPERT-N the Brutsaert-Gardner parameterisation is still used incombination with the

pedotransfer function of Vereecken et al. (1989, 1990).
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1.4.3 Pedotransfer Functions (PTFs)

The quality of the water flow simulations strongly depends onthe accuracy of the soil hy-

draulic functions that are used. Conventionally the hydraulic functions are derived through

laboratory measurements, e.g. by the multistep outflow method (van Dam et al., 1994). Al-

though these measurements can be accomplished in a relatively straight forward way, they

are laborious and time-consuming. Therefore, they are alsocost-intensive. To reduce these

costs alternative methods, so-called pedotransfer functions (Bouma and van Lanen, 1987),

have been developed to predict soil hydraulic properties directly from basic soil properties

which are more easily determined, such as texture, bulk density and organic matter content

(Wösten and van Genuchten, 1988; Vereecken et al., 1989, 1990; Tietje and Tapkenhin-

richs, 1993). Two fundamental types of pedotransfer functions can be distinguished: the

class pedotransfer functions and continuous transfer functions.

1.4.3.1 Class Pedotransfer Functions For the determination of class pedotransfer func-

tions a comprehensive dataset of measured hydraulic functions for soils of a broad range of

different soil types has to be given. Based on such data a class pedotransfer function can

be defined, if the soils are grouped into different taxonomicclasses with associated average

hydraulic functions from the soils belonging to the class. For this purpose the measured

hydraulic functions are parameterised e.g. by the van Genuchten parametric model. Hence,

the class pedotransfer function assigns to each soil class the corresponding parameter values

of the average retention function and the average unsaturated hydraulic conductivity.

Examples are the pedotransfer functions of Clapp and Hornberger (1978), Rawls et al.

(1982) and Carsel and Parrish (1988) for the U.S.A., de Jong (1982) for Canada, Wösten

et al. (1994) for the Netherlands, Zacharias and Bohne (1997) for Germany.

To obtain the input data needed for the capacity water flow model the EXPERT-N data work

bench program uses the class pedotransferfunction of Renger (1971) to calculate retention

values at field capacity (θfc = θ(hfc), −3000 mm ≤ hfc ≤ −600 mm, hfc depending on

soil type) and at permanent wilting point (θpwp = θ(hpwp), hpwp = −150000 mm).

1.4.3.2 Continuous Pedotransfer Functions Most often datasets from which pedo-

transfer functions for soil hydraulic functions can be derived also include information on

the basic soil properties such as bulk density, texture and organic matter content for each

soil horizon. Therefore, often empirical regression equations are obtained, which relate the

basic soil properties of a soil horizon to parameters of it’ssoil hydraulic functions. In con-

trast to the average hydraulic function obtained by a class pedotransfer function, for specific

basic soil properties also specific hydraulic functions canbe determined from regression

equations, which consequently are called continuous pedotransfer functions.
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In EXPERT-N the choice is between the continuous pedotransfer functions of Campbell

(1985), Rawls and Brakensiek (1985) and Vereecken et al. (1989, 1990).

In the following ’log’ denotes the natural logarithm, i.e. the inverse of the exponential

function ’exp’.

a) PTF of Campbell Input data for the pedotransfer function of Campbell (1985)are the

soil bulk densityρs [mg mm−3] and the textural data, i.e. fractions of sandfsand [1], silt

fsilt [1] and clayfclay [1]. The pedotransfer function itself is finally given by thefollowing

regression equations for the parameters a [kPa] (Campbell A) and b [1] (Campbell B), and

for the saturated hydraulic conductivityKsat [m s−1] :

a = − 0.5 d−1/2
g (ρs/1.3)

0.67b (109)

b = d−1/2
g + 0.2 σg (110)

Ksat = 3.9 10−5 (1.3/ρs)
1.3b exp(−6.9 fclay − 3.7 fsilt) (111)

where the geometric mean particle diameterdg [mm] and it’s geometric standard deviation

σg [1] (Shirazi and Boersma, 1984) are calculated as follows (Campbell, 1985):

dg = exp(eg) (112)

eg = fclay log(dclay) + fsilt log(dsilt) + fsand log(dsand) (113)

σg = exp(fg) (114)

fg = [ fclay log(dclay)
2 + fsilt log(dsilt)

2 + fsand log(dsand)
2 − e2g ]

1/2 (115)

The arithmetic mean particle diameters for the three texture classes are given bydclay =

0, 001 mm, dsilt = 0, 026 mm anddsand = 1, 025 mm. They result from the USDA

classification (Shirazi and Boersma, 1984) of particle diameters into texture classes (clay:

0 ≤ d < 0.002 mm, silt: 0, 002 mm≤ d < 0, 05 mm, sand:0, 05 mm≤ d ≤ 2, 0 mm for

the particle diameterd).

For the PTF it is assumed that the saturated volumetric watercontentθsat is set equal to

the porosityφ. If no measurements forφ are available, it is calculated byφ = 1 − ρs
2, 65

.

Furthermore, the residual water contentθres is set to zero. The parameter values for para-

metric models of van Genuchten, respectively, of Brooks andCorey are estimated using the

approximative relationsa = −α−1, b = λ−1, andλ = n− 1 for m = 1− 1/n.
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b) PTF of Rawls and BrakensiekTo calculate the parameter values ofθsat [1], θres [1],

λ [1] anda [cm] for the Brooks and Corey retention function according to Rawls and Brak-

ensiek (1985) the following PTF is used, for which again input data on soil porosityφ and

soil texture are needed :

θsat = 0.01− 0.15 fsand − 0.22 fclay + 0.98 φ (116)

+0.99 f2clay + 0.36 φfsand − 1.09 φfclay

−0.96 φf2clay − 0.24 φ2fsand + 1.15 φ2fclay

θres = 0.02 + 0.09 fsand + 0.51 fclay + 0.03 φ (117)

−1.54 f2clay − 0.11 fsandφ− 1.8 φ2f2clay

+3.1 φf2clay − 0.24 φ2fclay

log(λ) = −0.78 + 1.78 fsand − 1.06 φ− 0.53 f2sand (118)

−27.3 f2clay + 1.1 φ2 − 3.1 φfsand

+79.9 φf2clay + 2.66 φ2f2sand − 61.1 φ2f2clay

−2.4 f2sandfclay − 0.67 φ2fclay

log(a) = −5.34− 18.5 fclay + 2.48 φ+ 21.4 f2clay (119)

+4.36 φfsand + 61.7 φfclay − 14.4 φ2f2sand

+85.5 φ2f2clay + 12.8 f2sandfclay − 89.5 φf2clay

+7.25 φf2sand − 5.4 fsandf
2
clay − 50.0 φ2fclay

The parameter values for the other parametric models resultin the same way as for the PTF

of Campbell from the approximative relations, e.g.b = λ−1 for the parameter Campbell B

or α = −a−1 [cm−1] for van Genuchtenα.

c) PTF of Vereecken et al.This pedotransfer function is based on the parametric modelof

van Genuchten for the retention function withm = 1. In this case the van Genuchten para-

metric model coincides with the earlier model of Brutsaert (1966). Using input data on the

bulk densityρs, soil texture and organic matter content of the soil, the following parameter

values of the Brutsaert parameterisation for the retentionfunction can be calculated using

the following regression equations withα in [cm−1]:

θsat = 0.81− 0.28 ρs + 0.13 fclay (120)

θres = 0.015 + 0.5 fclay + 1.39 fCorg (121)

log(α) = −2.49 + 2.5 fsand − 35.1 fCorg − 2.62ρs − 2.3 fclay (122)

log(n) = 0.05− 0.9 fsand − 1.3 fclay + 1.5 f2sand (123)
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Again, approximative relations are applied to estimate theparameters for the other paramet-

ric models, which are used in EXPERT-N.

Equation (123) of the pedotransfer function may deliver values ofn ≤ 1 for the parameter

van Genuchtenn. Hence, the application of Mualem’s theory (Mualem, 1976),given by

equation (97) withq = 1, would lead to a zero relative hydraulic conductivity, since, for

n ≤ 1, the integral evalutes as

∫ θ

0

1

h(x)q
dx

{
= +∞ for θ = 1

< +∞ for θ < 1
(124)

(see appendix). Therefore, Vereecken et al. (1990) additionally developed regression equa-

tions to determine the unsaturated conductivity based on the parametric model of Gardner

(1958), see equation (108). The following equations of the pedotransfer function determine

values for the parameters saturated hydraulic conductivity Ksat (in [cm d−1] !), Gardner A

([cm−1]!) and Gardner B [1]:

log(Ksat) = 11.04 − 0.96 log(fclay)− 0.66 log(fsand)

− 0.46 log(fCorg)− 8.43 ρs (125)

log(A) = −0.7− 1.9 fsand − 5.8 fclay (126)

log(B) = 0.07− 0.19 log(fclay)− 0.05 log(fsilt) (127)

If a measured value for the saturated hydraulic conductivity is available, the regression

equation for the parameter Gardner A can be improved (Vereecken et al., 1990):

log(A) = −2.64 − 1.9 fsand + 5.0 fclay + 0.51 log(Ksat) (128)

In the case of measuredKsat also the general integral of Mualem, equation (97), withr = 2

could be applied. But then, the fixed valuesp = 2 andq = 1 would give improper estimates

for the unsaturated hydraulic conductivities. Therefore,p and q are also determined by

regression equations (Vereecken, 1995):

p = −0.43 + 1.73 log(n)− 0.24 log(Ksat) (129)

q = −0.75− 0.6 fclay + 0.07 log(Ksat) + 1.44 θsat (130)

that not only require the measuredKsat [cm d−1] value, but also the validity of the inequal-

ity n > q for the parametern of the van Genuchten parameterisation withm = 1, see

equation (124).
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d) PTF of Scheinost et al.The pedotransfer function of Scheinost et al. (1997) for the

water retention function was determined for the 1.5km2 connected study area of the FAM-

Research Station Scheyern (Schröder et al., 2002). Based on values for soil texture bulk

densityρs [mg mm−3] and organic matter content, similar as for the PTF accordingto

Campbell, parameters for the van Genuchten parameterisation withm = 1 andα in [cm−1]

are determined using the geometric mean particle diameterdg [mm], its geometric standard

deviationσg [1] and the following regression equations:

θsat = 0.85 φ + 0.13 fclay (131)

θres = 0.52 fclay + 1.6 fCorg (132)

α = 10−3 (0.25 + 4.3 dg) (133)

n = 0.39 + 2.2 σ−1
g (134)

where the porosityφ [1] is determined byφ = 1 − ρs
2.65

, andfclay [1], respectivelyfCorg
[1] denote the fractions of clay and organic matter content (determined askg perkg total

soil including the rock or gravel fraction).

For the calculation of the geometric mean particle diameterdg [mm] and its geometric

standard deviationσg [1] the average particle diameter of a texture class is determined

according to Shirazi et al. (1988) using the geometric mean of the particle size limits of

the texture class instead of the arithmetic mean. In particular, the mean particle diameters

dclay, dsilt, dsand, drock for the four texture fractions clay (0,04µm ≤ d < 0, 002 mm),

silt (0,002 mm≤ d < 0, 63 mm), sand (0,63 mm≤ d < 2, 0 mm) and rock (2,0 mm

≤ d < 63, 0 mm) result from the lower and upper particle size limits of the texture classsl
andsu by taking

√
sl su. For example, for the texture fraction clay the mean value becomes

dclay =
√
0, 00004 mm · 0, 002 mm=

√
8 · 10−8 mm= 0, 00028 mm.

This PTF delivers, similarly to the PTF of Vereecken et al. (1989), for the parametern

values withn < 1, such that Mualem’s theory for the determination of the unsaturated

hydraulic conductivity cannot be applied without restriction. Therefore, in EXPERT-N the

PTF of Scheinost et al. (1997) is evaluated in connection with the PTF of Vereecken et al.

(1990) to get estimates of the unsaturated hydraulic conductivity.

e) PTF of Ẅosten et al. Using the database HYPRES, which gathers measured soil hy-

draulic properties of European soils (Wösten et al., 1998,1999), the following continuous

pedotransfer function was developed (Wösten et al., 1998). But, because of the lowR2

values obtained in the regression analysis, it is indicatedthat the predictions of hydraulic

property functions when using this PTF are fairly inaccurate (Wösten et al., 2001):
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θsat = 0.86 + 0.17fclay − 0.3ρs − 0.015f2silt + 0.82f2orgM (135)

+0.0002f−1
clay + 0.0001f−1

silt + 0.015 log(fsilt)

−0.73forgMfclay − 0.06ρsfclay − 0.12ρsforgM − 0.017ftopfsilt

log(α) = −13.97 + 3.14fclay + 3.51fsilt + 64.6forgM + 15.29ρs (136)

−0.19ftop − 4.67ρ2s − 7.81f2clay − 68.7f2orgM

+0.0005f−1
orgM + 0.07 log(fsilt) + 0.15 log(forgM)

−4.55ρsfsilt − 48.52ρsforgM + 0.67ftopfclay

log(n) = −26.88 − 2.2fclay + 0.74fsilt − 19.4forgM + 45.5ρs (137)

−7.24ρ2 + 3.66f2clay + 28.85f2orgM

−12.81ρ−1 − 0.0015f−1
silt − 0.0002f−1

orgM

−0.29 log(fsilt)− 0.07 log(forgM)− 44.6 log(ρs)

−2.26ρsfclay + 8.96ρsforgM + 0.72ftopfclay

log(p∗) = 1.05 + 6.19f2clay − 11.36f2orgM − 0.23 log(forgM )2 (138)

−3.54ρsfclay + 0.28ρsfsilt + 4.88ρsforgM

log(Ksat) = 4.79 + 3.52fsilt + 0.93ftop − 0.97ρ2 − 4.84f2clay − 3.22f2silt (139)

+0.00001f−1
silt − 0.0008f−1

orgM − 0.64 log(fsilt)

−1.4ρsfclay − 16.73ρsforgM + 2.99ftopfclay − 3.31ftopfsilt

wherep∗ is defined byp∗ = (p + 10)/(10 − p) andp [1] with constraint−10 < p < +10

is the parameterp of the Mualem integral (97).fclay, fsilt andforgM denote the fractions

of clay, silt and organic matter (inkg per kg soil), α andn are the parameters of the van

Genuchten representation of the retention curve withm = 1− 1/n,Ksat [cm d−1] denotes

the unsaturated hydraulic conductivity. For the top soil wesetftop = 1, elseftop = 0.
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f) PTF of Teepe et al. By means of 1850 measured retention curves for forest soils Teepe

et al. (2003) determined a class as well as a continuous pedotransfer functions to estimate

parameter values for the van Genuchten parameterisation ofthe retention curve withm =

1−1/n. Both pedotransfer functions serve to better represent water retention of forest soils

that are different from arable soils mainly by having an undisturbed top soil.

As before, the following pedotransfer functions were calculated using multiple regression.

Depending on data for the bulk soil densityρs [mg mm−3] and soil texturefsand [1], fsilt
[1], fclay [1] (weight fractions of fine soil) the derived functions provide estimated values for

the saturated volumetric water contentθsat [1], for the van Genuchten parametersα [cm−1]

andn [1] and for the volumetric water content at permanent wilting point θpwp [1]:

θsat = 0.98− 0.37ρs (140)

log(α) = 55.58 − 4.43ρs − 20.0f2silt − 47.0fclay − 6.6fsand/ρs (141)

−36.83f
1/2
sand − 3.59fsand/ρs − 16.0f2sand − 36.92f

1/2
silt

+8.59 log(fsand) + 7.25 log(fsilt)

log(n− 1) = −2.85 + 2.74f2sand + 1.64fsilt (142)

θpwp = 0.11 + 0.22f
1/2
clay − 0.09fsand (143)

The residual volumetric water contentθres [1] was not included in the multiple regression

analysis, since in most cases the residual water content obtained by the fitting procedure

was zero. Instead a multiple regression was calculated for the volumetric water content

at permanent wilting pointθpwp. Therefore,θres is estimated applying the van Genuchten

parameterisation of the retention curve and inserting the water content valueθpwp given by

equation (143) together with the value of the matric potential hpwp = −1600 kPa, which

defines the permanent wilting point (Teepe et al., 2003).
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1.4.4 Numerical Solution of the Richards Equation (LEACHN)

Following the approach of the LEACHN model, soil water flow issimulated by solving the

matric potential based form of the Richards equation using numerical approximations.

C(h)
∂h

∂t
=

∂

∂z
[K(h) (

∂h

∂z
− 1 ) ] − Sw(t, z, h) (144)

t time [d]

z depth (positively downward)[mm]

h = h(t, z) soil matric potential[mm] (in the model

the negative pressure of soil suction[kPa] is transformed to[mm] of water head)

C(h) =
∂θ

∂h
differential water capacity as a function ofθ or h [mm−1], respectively

θ = θ(t, z) volumetric soil water content[mm3 mm−3]

K(h) hydraulic conductivity as a function of h[mm d−1]

Sw(t, z, h) sink term for root water uptake[mmmm−1 d−1]

1.4.4.1 Finite Difference Discretisation For the numerical solution, which is based on

a finite difference method, the one dimensional domain[0, ℓ] representing the soil profile is

vertically divided into n equidistant layers. To include the boundary conditions two virtual

grid points for the the upper and lower end of the soil profile are added to the n grid points

that represent the layers. By applying the Crank-Nicolson scheme the resulting finite differ-

ences for the time step∆ t from timetj−1 to tj and for the spatial step∆z from nodezi−1

to zi is for (i = 2, ..., n − 1) given by (Schwarz, 1986):

C
j− 1

2

i

hji − hj−1
i

∆t
=

Kj−1

i+ 1

2

∆z
(
hji+1 + hj−1

i+1

2∆z
− hji + hj−1

i

2∆z
− 1 ) −

(145)

−
Kj−1

i− 1

2

∆z
(
hji + hj−1

i

2∆z
− hji−1 + hj−1

i−1

2∆z
− 1 ) − Sj−1

w,i

where

C
j− 1

2

i =
1

2
[C(hji ) +C(hj−1

i )],

Kj−1

i− 1

2

=
1

2
[K(hj−1

i ) +K(hj−1
i−1 )], Kj−1

i+ 1

2

=
1

2
[K(hj−1

i+1 ) +K(hj−1
i )]

These equations together with the corresponding boundary conditions define a tridiagonal

equation system, which is nonlinear due to the nonlinear dependency of the hydraulic func-

tionsC(h) andK(h) from the matric potentialh. The equation system is solved iteratively

by successive substitution (Picard iteration): Starting with the solution for the previous



1.4 Darcy-Buckingham Model 45

time step and after substitution of the matric potentials obtained during the previous itera-

tion step, a tridiagonal linear equation system results from which new matric potentials are

calculated for the next iteration step using the Gauss elimination (or LU-decomposition)

method. After maximally 20 steps the iteration is terminated and, in case of convergence of

this numerical procedure, the calculated matric potentials give the solution of the Richards

equation for the actual time step (Hutson and Wagenet, 1992;Tillotson et al., 1980).

To avoid numerical errors by calculating the differential water capacity only water content

values just under the saturation value are admitted (θ ≤ 0.9999 θsat).

1.4.4.2 Initial Condition The solution of the Richards equation requires the specifica-

tion of the initial distribution of the matric potential throughout the whole solution domain

[0, ℓ] which represents the soil profile:

h(t, z) = h0(z) for t = t0 and 0 ≤ z ≤ ℓ , (146)

whereh0 is a prescribed function ofz and t0 is the time when the simulation starts. Al-

thoughh0(z) can be any arbitrary function, often for the initial condition a steady-state or

equilibrium condition is assumed.

1.4.4.3 Upper Boundary Condition Depending on the given meteorological condi-

tions, by the upper boundary condition we can consider infiltration into the soil profile

with or without ponding surface water, as well as evaporation from the soil surface. Three

cases are distinguished:

a) infiltration during ponding surface water,

b) unconfined infiltration or evaporation,

c) limited evaporation at the top soil under dry conditions.

At the soil surface, i.e. for z=0, the upper boundary condition is given in each of the three

cases in terms of water flow and matric head using a Dirichlet or a flux boundary condition:

qw(t, 0) =





−(K ∂h
∂z − K) < N + IR− IC − EV and h(t, 0) = 0

−(K ∂h
∂z − K) = N + IR− IC − EV and hdry < h(t, 0) < 0

−(K ∂h
∂z − K) > N + IR− IC − EV and h(t, 0) = hdry

(147)

t time [d] qw vol. water flow[mm d−1]

h matric potential[mm] K hydraulic conductivity[mm d−1]

EV actual evaporation rate[mm d−1] N precipitation rate[mm d−1]

IC interception rate[mm d−1] IR irrigation rate[mm d−1]

hdry minimal value of matric potential[mm] at which evaporation is limited due to dry conditions
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First, it is determined which of the three cases exists at theactual time step, before matric

potential and hydraulic conductivity of the top numerical soil layer can be calculated. In

case b)the prescribed precipitation rateN [mm d−1] (or throughfallN − IC [mm d−1] or

irrigation IR [mm d−1]) diminished by actual evaporationEV [mm d−1] is lower than the

maximal possible infiltration rate as determined by the actual hydraulic conductivity of the

top soil, and the infiltration rate equals the prescribed rate. In this case the upper boundary

condition is a flux boundary condition or von Neumann condition (Schwarz, 1986) and the

top soil matric potential belonging to the prescribed flux rate is determined by iteration. For

each rain or irrigation event the actual duration of infiltration results from the given amount

of water and the infiltration rate.

Very intensive precipitation events or very high irrigation can lead to a saturation of the

top soil because of too small infiltration rates. In thiscase a)the matric potential of the

surface soilhtop is set to zero and the upper boundary condition becomes a Dirichlet con-

dition (Schwarz, 1986). The infiltration then is limited andponding water occurs at the

soil surface. The retained amount of water infiltrates during the next time steps until it has

completely entered the soil or until the next precipitationevent starts.

Likewise a Dirichlet condition is applied for the upper boundary incase c), when the soil

dries out during longer periods of evaporation without noteworthy rewetting. Initially the

upward water flow equals the prescribed potential rate of soil evaporation (von Neumann

condition). But, if the top soil gets drier and drier this leads to a water flow that is more

and more limited by a low hydraulic conductivity of the top soil resulting in an actual

evaporation below the potential rate. If the soil further dries and the soil surface matric

potential falls below the given limithdry, then the upper boundary condition is changed to

the Dirichlet conditionhtop = hdry.

By including the upper virtual knoti = 0 the discretisation of the Dirichlet condition fol-

lows the same scheme as fori = 1 and the other knots(i = 2, ..., n − 1), but now with a

prescribed value (hj0 = 0 or hj0 = hdry) for the matric potentialhji−1 = hj0 at timej:

C
j− 1

2

1

hj1 − hj−1
1

∆t
=

Kj−1

1 1

2

∆z
(
hj2 + hj−1

2

2∆z
− hj1 + hj−1

1

2∆z
− 1 ) −

(148)

−
Kj−1

1

2

∆z
(
hj1 + hj−1

1

2∆z
− hj0 + hj−1

0

2∆z
− 1 )

The discretisation of the von Neumann condition results from the same scheme by prescrib-

ing the water flowqtop [mm d−1] at the upper boundary:

C
j− 1

2

1

hj1 − hj−1
1

∆t
=

Kj−1

1 1

2

∆z
(
hj2 + hj−1

2

2∆z
− hj1 + hj−1

1

2∆z
− 1 ) − qtop

∆z
(149)

In both cases the resulting equation has the two unknownshj1 andhj2.
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1.4.4.4 Lower Boundary Condition Also for the lower boundary condition different

situations are considered, namely, if unsaturated or saturated conditions prevail at the lower

end of the soil profile:

• unsaturated:

a) free drainage,

b) prescribed matric potential at the bottom,

c) zero flux at the bottom,

d) lysimeter condition.

• saturated:

e) prescribed daily groundwater level

f) prescribed daily drainage flux.

Each of these cases is described similar to the upper boundary condition either by a flux

boundary condition (von Neumann condition) or by prescribing a value for the matric po-

tential at the lower boundary (Dirichlet condition). If thematric potentialhjn+1 is prescribed

at the virtual knoti = n+ 1, the discretisation of the Dirichlet condition for the knoti = n

at timej is obtained as for the other knots following the Crank-Nicolson scheme:

C
j− 1

2
n

hjn − hj−1
n

∆t
=

Kj−1

n+ 1

2

∆z
(
hjn+1 + hj−1

n+1

2∆z
− hjn + hj−1

n

2∆z
− 1 ) −

(150)

−
Kj−1

n− 1

2

∆z
(
hjn + hj−1

n

2∆z
− hjn−1 + hj−1

n−1

2∆z
− 1 )

For a prescribed fluxqbot [mm d−1] at the bottom of the soil profile the discretisation of the

von Neumann condition results in the following equation:

C
j− 1

2
n

hjn − hj−1
n

∆t
=

qbot
∆z

−
Kj−1

n− 1

2

∆z
(
hjn + hj−1

n

2∆z
− hjn−1 + hj−1

n−1

2∆z
− 1 ) (151)

Similar as for the upper boundary condition, both discretized equations have each two un-

knowns:hjn andhjn−1.

In case a), if free drainage is to be simulated, the von Neumann condition qbot = K(hj−1
n )

has to be imposed, i.e. the hydraulic potential at the bottomof the soil profile is supposed

to be nearly constant (∂h/∂z = 0 atz = zn) and the out-flow is only driven by gravitation.
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This assumption is valid for groundwater tables far below the depth of the lower end of the

considered soil profile.

Case b)is given by prescribing the value of the matric potential at the bottom of the soil

profiles as a function of time, it represents the typical Dirichlet condition, whereas for the

case of zero flux at the bottom incase c)the lower boundary is given by the typical von

Neumann conditionqbot = 0.

Case d)is the lower boundary condition to describe the out-flow froma lysimeter. This is

a particular case, which is given as a combination of either prescribing the matric head or

the water flux at the bottom of the lysimeter. Lysimeters often have a drainage system or

an outlet at the bottom, such that water can drain only if the bottom layer is saturated or

has a lower matric potential than that of the suction drainage system. In this case the matric

potential at the outlet boundary is set to zero (Dirichlet condition), and during each time step

it is checked whether the flux through the bottom is still directed downward (positive). If

this is not anymore the case, the lower boundary condition ischanged into a von Neumann

condition with zero flux, i.e.qbot = 0. This condition will be kept as long as the matric

potential is negative or below that of the drainage system (Hutson and Wagenet, 1992).

In case e)the daily groundwater tables have to be known, such that the matric potential

hjn [mm] at the lower boundary (for knotn at timej) can be prescribed by the following

von Neumann condition:

hjn = zn − zg +
∆z

2
(152)

wherezn is equal to the depthℓ [mm] of the soil profile andzg [mm] denotes the depth

of the groundwater table. If this boundary condition is chosen, then it is assumed that the

groundwater table is within or only slightly below the considered soil profile.

For case f)the daily water flow through the lower boundary of the soil profile has to be

given. In this case the daily flux is prescribed by a von Neumann condition for the lower

boundary and the model simulates a constant flux through the bottom layer of the soil profile

for the whole day.

1.4.4.5 Tridiagonal Equation System and LU-decomposition By the discretisation of

the Richards equations one obtains for each single discretetime steptj (1 ≤ j ≤ m) of

the simulation time an equation system for the unknownshji at the discrete spatial steps

zi (1 ≤ i ≤ n), that represent the numerical layers of the soil profile under consideration.
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Using the abbreviations

ai = −1

2

Kj−1
i−1/2

(∆z)2
(153)

bi =
1

2

Kj−1
i+1/2 +Kj−1

i−1/2

(∆z)2
+
C
j−1/2
i

∆t
(154)

ci = −1

2

Kj−1
i+1/2

(∆z)2
(155)

di = aih
j−1
i−1 − (bi −

2 C
j−1/2
i

∆t
) hj−1

i − cih
j−1
i+1 −

(Kj−1
i+1/2 −Kj−1

i−1/2)

∆z
− Sj−1

w,i (156)

results fori = 2, . . . , n− 1 the following equation system for the unknownshji−1, h
j
i , h

j
i+1:

ai h
j
i−1 + bi h

j
i + ci h

j
i+1 = di (157)

From the boundary conditions corresponding equations for the unknownshj1, h
j
2 resp.

hjn, h
j
n+1 are obtained:

b1h
j
1 + c1h

j
2 = d1 , (158)

anh
j
n−1 + bnh

j
n = dn (159)

Overall, an equation system results that is given (in matrixnotation) byA hj = d with

tridiagonal matrixA:



b1 c1 0 · · · · · · 0

a2 b2 c2
. . .

...

0 a3 b3 c3
. ..

...
...

. . . . . . . . . . .. 0

0 · · · 0 an−1 bn−1 cn−1

0 · · · · · · 0 an bn







hj1
hj2

...

hjn




=




d1

d2

...

dn




(160)

As a tridiagonal matrix, the matrixA can be decomposed into a tridiagonal lower triangular

matrix L and a normalised bidiagonal upper triangular matrixU: (Remson et al., 1971;

Engelen-Müllges and Uhlig, 1996; Schwarz, 1986)

A = L U =




α1 0 · · · · · · 0

a2 α2
. . .

...

0 a3 α3
. . .

...
...

. . . . . . . . . 0

0 · · · 0 an αn







1 β1 0 · · · 0

0 1 β2
. . .

...
...

. . . . . . . . . 0
...

. . . . . . βn−1

0 · · · · · · 0 1




(161)
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if αi 6= 0 is true for alli. By calculating the productL U and comparing the corresponding

entries with that of matrixA the following relations forαi andβi (i = 1, . . . , n) result:

α1 = b1

βi = ci/αi (162)

αi = bi − aiβi−1 (i = 2, . . . , n)

The decomposition of the matrix serves to determine the solution of the equation system

by transformingAhj = d into the equivalent systemUhj = g. At first, the vectorg is

calculated fromd = Lg (forward elimination):

g1 = d1/α1, (163)

gi = (di − aigi−1)/αi (i = 2, . . . , n) (164)

After this, equationUhj = g is solved (backward elimination):

hjn = gn, (165)

hji = gi − βih
j
i+1 (i = n− 1, . . . , 1) (166)

1.4.4.6 Picard Iteration Because generally both the elements of the main diagonal

bi and the elementsdi of the right hand side of equation (160) depend overC
j−1/2
i =

1
2 [C(hji )+C(hj−1

i )] nonlinear on the unknownshji , the discretised Richards equation rep-

resents a nonlinear equation system. Its solution can be approximated by using a fixpoint-

iteration, the so-called Picard iteration, if sufficientlysmall time steps are chosen (Schwarz,

1986). For that purpose the valueshj−1
i at time steptj−1 are inserted as starting values for

the first iteration stephj,0i := hj−1
i into A and with these inserted values the then linear

tridiagonal equation system

Aj,0hj,1 = d (167)

is solved by means of the LU-decomposition. By repeated insertion and solution of each in

this way linear equation system

Aj,khj,k+1 = d (168)

a series(hj,k)k results, that is stopped, if the convergence criterion

C
j−1/2,k
i

(θsat − θres)
(hj,k+1
i − hj,ki ) < 10−3 (169)

is met for all1 ≤ i ≤ n, or if a given maximal value fork, the maximal iteration number, is

surpassed. In case of convergence, e.g. for the iteration stepk = l0, finally as approximative

solutionhji := hj,l0i is obtained.
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If no convergence occurs, the iteration procedure is repeated using the first starting values

(hj,0i := hj−1
i ) again, but applying a smaller time step, that is calculatedby a time step

control algorithm. If after repeated reduction of the time step the iteration does not converge,

the solution procedure is cancelled and the model sends a corresponding error message.

1.4.5 Another Solution of the Richards Equation (HYDRUS)

Based on the alternative procedures of the model HYDRUS (Simunek et al., 1998) this

approach simulates soil water flow by numerically solving the mixed form of the Richards

equation:

∂θ

∂t
=

∂

∂z
[K(h) (

∂h

∂z
− 1 ) ] − Sw(t, z, h) (170)

t, z time t [d] and depthz [mm] (oriented towards the centre of earth)

h = h(t, z) matric potential or matric head[mm] (expressed inmm water head)

θ = θ(t, z) volumetric soil water content[mm3 mm−3]

K(h) hydraulic conductivity as function ofh [mm d−1]

Sw(t, z, h) sink term due to root water uptake[mmmm−1 d−1]

1.4.5.1 Finite Element Discretisation an often used alternative method of the finite

difference discretisation is the finite element method (Schwarz, 1986), which indeed has

its particular advantages only for higher dimensional problems and flow regions of com-

plex geometry. The method of finite elements typically applies only to the spatial part of

the partial differential equation, whereas the time derivative is still discretised using finite

differences. The basic idea of the finite element method (FEM) originates from the calcu-

lus of variations (Courant and Hilbert, 1968), which is applied to find extremal functions

of certain functionals. Often the search is for a minimum value of an integral expression,

which represents the energy of a system. This so-called energy method leads for the FEM-

discretisation to an integral expression defining a system of equations, that finally has to be

solved by numerical methods (Schwarz, 1986).

In the model HYDRUS (van Genuchten, 1982; Simunek et al., 1998) the finite element

method is applied according to the Galerkin method to discretise the one-dimensional

Richards equation. For this purpose the interval[0, ℓ], that represents the considered soil

volume, is divided inton sub-intervals[zi, zi+1] (1 ≤ i ≤ n), representing the finite ele-

mentsi. For each knotzi, (1 ≤ i ≤ n + 1) the piecewise linear basis functionφi is intro-

duced, which is equal to 1 at knotzi and zero for all other knots. By this, every continuous,

piecewise linear functionf(z) on the interval[0, ℓ] can be represented as a superposition of

basis functionsφi, where the coefficients ofφi are given by the valuesf(zi) of the function

f at knotzi. The piecewise linear approximatioñh(t, z) of the unknownh = h(t, z) of the
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Richards equation (168) therefore can be expressed by the following function:

h̃(t, z) =
n+1∑

i=1

h̃i(t) φi(z) , (171)

whereh̃i(t) := h̃(t, zi) is defined for all1 ≤ i ≤ n+ 1.

The energy method from the calculus of variations leads to the following condition of or-

thogonality for each of then+1 basis functionsφi, i.e. to the requirement that the following

integrals vanish on the entire solution domainΩ = [0, ℓ] :

∫

Ω
{∂θ
∂t

− ∂

∂z
[K(h̃ )(

∂h̃

∂z
− 1)] + Sw} φi dz = 0 , for all 1 ≤ i ≤ n+ 1 . (172)

To evaluate these integral equations first integration by parts is applied leading to:

∫

Ω

∂θ

∂t
φi dz = K(h̃ )(

∂h̃

∂z
− 1) φi

∣∣∣∣
∂Ω

−
∫

Ω
{[K(h̃ )(

∂h̃

∂z
− 1)]

dφi
dz

−Swφi }dz , (173)

for all 1 ≤ i ≤ n+ 1, where∂Ω denotes the boundary of the domainΩ.

This transformation of the integral equations permits to include the flux-type boundary con-

dition (von Neumann condition) in a simple way, since the first term of the right hand side

is the water flux across the (upper and lower) boundary, and hence here only the prescribed

values given by the flux-type boundary condition have to be inserted. Furthermore, using

the integration by parts avoids the otherwise arising second derivative, and it suffices as

assumed to use basis functions that are only one-times piecewise differentiable.

The insertion of
∑n+1
i=1 h̃i φi, which defines the piecewise linear approximationh̃ leads to

∫

Ω

∂θ

∂t
φi dz+

n+1∑

j=1

h̃j

∫

Ω
K
dφi
dz

dφj
dz

dz = −qb φi
∣∣∣∣
∂Ω

+

∫

Ω
K
dφi
dz

dz−
∫

Ω
Swφi dz (174)

for all 1 ≤ i ≤ n+ 1, whereqb denotes the water flux across the boundary.

Since the basis functionsφi are in each case at most on two finite elements different

from zero, it is advantageous to accomplish the integrationelement wise per element

Ωe = [ze, ze+1], 1 ≤ e ≤ n:

∑

e

∫

Ωe

∂θ

∂t
φi dz +

n+1∑

j=1

h̃j
∑

e

∫

Ωe

K
dφi
dz

dφj
dz

dz =

= −qw φi
∣∣∣∣
∂Ω

+
∑

e

∫

Ωe

K
dφi
dz

dz −
∑

e

∫

Ωe

Swφi dz , (175)

where the summation
∑
e needs to be carried out only for those elementsΩe, that include

the knotzi.
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To further evaluate the integrals (175) for the term with time derivative the following ap-

proximation, also denoted as ’mass lumping’, is taken as definition for all 1 ≤ i ≤ n + 1

(van Genuchten, 1982):
dθi
dt

∫

Ω
φi dz ≈

∫

Ω

∂θ

∂t
φi dz (176)

Additionally it is assumed, that the hydraulic conductivity K and also the sink termSw
are continuous, piecewise linear functions onΩ = [0, ℓ], i.e. can be represented similar

to the functionh̃ by basis functionsφi (1 ≤ i ≤ n + 1), with Ki(t) = K(t, zi), and

Si(t) = S(t, zi) representing the values at the knoti:

K(t, z) =
n+1∑

i=1

Ki(t) φi(z) (177)

Sw(t, z) =
n+1∑

i=1

Sw,i(t) φi(z) (178)

Using these definitions, finally the integrals can be explicitly calculated and, for example

for a equidistant decomposition ofΩ into the finite elementsΩe each of equal length∆z,

the following equation system (in matrix notation) results:

B
dϑ

dt
+ A h = d (179)

for the vectorsϑ, h andd as well as for the matricesA andB, where (van Genuchten, 1982)

Aij =
∑

e

∫

Ωe

K
dφi
dz

dφj
dz

dz =
i+1∑

e=i

∫

Ωe

e∑

k=e−1

Kkφk
dφi
dz

dφj
dz

dz =

=





−(Ki−1 +Ki)/(2∆z), for i− 1 = j

(Ki−1 + 2Ki +Ki+1)/(2∆z) for i = j

−(Ki +Ki+1)/(2∆z) for i+ 1 = j

0 for |i− k| > 1

(180)

Bij =
∑

e

δij

∫

Ωe

φi dz =
i+1∑

e=i

δij
1

2
∆ze =

{
∆z for i = j

0 for i 6= j
(181)

dϑi
dt

:=
dθi
dt

:= (

∫

Ω

∂θ

∂t
φi dz)/(

∫

Ω
φi dz) ’mass lumping’ (182)
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di := qi − gi − si (183)

qi = −qw φi
∣∣∣∣
ℓ

0
=





−qtop for zi = 0

0 for 0 < zi < ℓ

qbot for zi = ℓ

(184)

gi = −
∑

e

∫

Ωe

K
dφi
dz

dz =
i+1∑

e=i

∫

Ωe

e∑

j=e−1

Kjφj
dφi
dz

dz = −1

2
(Ki−1 −Ki+1) (185)

si =
∑

e

∫

Ωe

Swφi dz =
i+1∑

e=i

∫

Ωe

e∑

j=e−1

Sw,jφjφi dz =

=
∆z

6
(Sw,i−1 + 4Sw,i + Sw,i+1) (186)

is valid for all1 < i < n+ 1.

Together with the equations for the boundary conditions a system of ordinary differential

equations with nonlinear time-dependent coefficients results, that defines a dynamical sys-

tem. The discretisation with respect to time necessary for anumerical solution is obtained

by a fully implicit finite difference approach (’backward Euler’)

B
ϑj − ϑj−1

∆t
+ Aj hj = dj (187)

for the time step∆ t between the timestj−1 andtj . Equation (187) represents the now dis-

cretised, mixed form of the Richards equation, which finallyhas to be solved by numerical

procedures.

Remark: The Richards equation degenerates from a parabolic to an elliptic partial differ-

ential equation if the change from unsaturated to saturatedconditions is described, since in

this case the term with time derivative vanishes. To guarantee, that the discretised form of

the Richards equation is still valid in this case, it has to beensured, that also the discretised

form of the spatial part of the differential equation vanishes (Hornung and Messing, 1984),

i.e. that we have for each1 ≤ i ≤ n:

If
(ϑj − ϑj−1)i

∆t
= 0 , then also (Aj hj)i − (dj)i = 0 (188)

This is only fulfilled by the fully implicit discretisation.Therefore, in the case of a non fully

implicit numerical solution procedure as given by the Crank-Nicolson scheme of the model

LEACHN, reaching of complete saturationθ = θsat is not admitted.
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1.4.5.2 Initial Condition As for the solver of the Richards equation of the model

LEACHN, at simulation start the initial vertical distribution of the matric head in the soil

profile is needed as input, see eq. (147):

h(t, z) = h0(z) for t = t0 , (189)

whereh0 denotes the needed vertical input distribution given as function of z andt0 is the

starting time of the simulation. Usually the vertical distribution of the volumetric water con-

tents in the soil profile will be given as start values and the corresponding matric potentials

then are determined by applying the chosen water retention curves.

1.4.5.3 Upper boundary condition Generally in the model HYDRUS for water flow

simulations as upper boundary condition both a pure Dirichlet condition:

h(t, z) = htop(t) at the soil surfacez = 0 , (190)

and also a pure von Neumann condition:

qw(t, z) = −K(
∂h

∂z
− 1) = qtop(t) at the soil surfacez = 0 , (191)

can be used.

Additionally also a system dependent upper boundary can be chosen, which is determined

by the prevailing atmospheric interface conditions between soil and air. This boundary

condition corresponds to the boundary condition for the water flow model according to

LEACHN as given by equation (148).

Case a): If the infiltration capacity of the soil is exhausted after strong precipitation events,

water builds up at the soil surface, that can flow as run off or may rest as ponding water only

very slowly infiltrating into the soil. In this case the boundary condition can be realized by

the following ’surface reservoir condition’ (Simunek et al., 1998):

qw(t, z) = −K(
∂h

∂z
− 1) = qtop(t) − ∂h

∂t
at the soil surfacez = 0 , (192)

where the height of the surface water layer of the ponding water is equal to the positive

matric potentialh = h(0, t) [mm] at the soil surface. The height of the surface water layer

can increase due to precipitation or can reduce due to evaporation and infiltration, described

by the fluxqtop = N−EV denoting the difference between precipitationN and evaporation

EV .

Case b): In case of unlimited infiltration or evaporation a Neumann condition is applied.

Case c): If after strong and long lasting evaporation and possible transpiration the soil

desiccates and a lower matric potential limithdry is reached, then evaporation will be limited

namely by prescribing the limit value with a Dirichtlet condition.
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1.4.5.4 Lower Boundary Condition Also for the lower boundary condition both a pure

Dirichlet condition:

h(t, z) = hbot(t) at lower end of profile z = ℓ , (193)

and a pure von Neumann condition:

qw(t, z) = −K(
∂h

∂z
− 1) = qbot(t) at lower end of profile z = ℓ , (194)

can be applied.

Additionally system dependent conditions can be chosen forthe lower boundary:

a) free drainage,

b) lysimeter out-flow and

c) drain discharge as a function of groundwater table.

In case a)the condition

∂h

∂z
= 0 at lower end of profile z = ℓ (195)

is prescribed, such that the Neumann conditionqbot = K can be inserted.

In case b)the out-flow from a lysimeter or a laboratory soil column is described, where the

bottom of the soil profile is at free air. Under these conditions drainage occurs, if the soil

column is saturated directly above the bottom (Dirichlet condition). However, if the matric

potential at the bottom of the soil profile gets negative and as long as it stays negative,

no water leaves through the bottom and a zero flux boundary condition (von Neumann

condition) applies.

For case c)a special relation between groundwater table and drainage at the bottom of the

soil profile can be used:

qbot(h) = C1 exp(C2 |h− ℓ|) (196)

whereh [mm] denotes the matric potential at the lower boundaryz = ℓ andC1, C2 are

given input constants (von Neumann condition).
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1.4.5.5 Newton-Picard Iteration The mixed form of the Richards equation and its ap-

propriate discretisation by equation (187) implicitly guarantees a coherent water balance.

I.e., the calculated water content change of the soil profilebetween the time stepstj−1 and

tj corresponds just the amount of water that entered or left across the boundary of the soil

profile or was exchanged by the sink term. This property is described by the nonlinear equa-

tion system (187) and has to be conserved during the iteration procedure for the linearisation

and solution of the nonlinear equations. Therefore, duringthe iteration the state variableθ

is substituted by a truncated Taylor expansion alongh around the expansion pointhj,ki , and

a mass conserving linearisation is obtained (Hornung and Messing, 1984; Celia et al., 1990;

Vogel et al., 1996):

θj,k+1
i = θj,ki +

dθi
dt

j,k

(hj,k+1
i − hj,ki ) +O(|hj,k+1

i − hj,ki |)

≈ θj,ki + Cj,ki (hj,k+1
i − hj,ki ) , (197)

wherek+1 andk denote the actual and preceding iteration steps, andCj,ki = (dθ/dh)(hj,ki )

the differential water capacity at knoti at iteration stepk.

By carrying out the fixpoint iteration according to Picard weobtain an iteration procedure,

that represents with respect to the nonlinearity ofθ(h) the Newton iteration, but with respect

to the other nonlinear dependencies the Picard iteration. Overall the following system of

linear recursion equations results:

B

[
ϑj,k +Cj,k (hj,k+1 − hj,k)− ϑj−1

∆t

]
+ Aj hj,k+1 = dj (198)

where the matrixC is defined as a diagonal matrix byCi,i = Cj,ki .

Rearranging and summarising the terms finally leads to the following equation system

Ej,k hj,k+1 = f j,k (199)

mit Ej,k := B Cj,k/∆t +Aj (200)

und f j,k := (B Cj,k/∆t) hj,k − (B/∆t) [ϑj,k − ϑj] + dj (201)

The equation system (199) is tri-diagonal, because of the insertion of the matric potential

valueshj,ki it is also linear and hence can be directly solved during eachiteration step by

applying the LU-decomposition.
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Explicitly we have for1 < i < n+ 1:

Ej,ki,i−1 = − 1

2∆z
(Kj,k

i−1 +Kj,k
i ) (202)

Ej,ki,i =
1

2∆z
(Kj,k

i−1 + 2Kj,k
i +Kj,k

i+1) +
∆z

∆t
Cj,ki (203)

Ej,ki,i+1 = − 1

2∆z
(Kj,k

i +Kj,k
i+1) (204)

f j,ki =
∆z

∆t
Cj,ki hj,ki +

1

2
(Kj,k

i−1 −Kj,k
i+1)−

∆z

6
(Sj−1
i−1 + 4Sj−1

i + Sj−1
i+1 ) (205)

+
∆z

∆t
(θj,ki − θj−1

i ) ,

for i = 1:

Ej,k1,1 =
1

2∆z
(Kj,k

1 +Kj,k
2 ) +

∆z

∆t
Cj,k1 (206)

Ej,k1,2 = − 1

2∆z
(Kj,k

1 +Kj,k
2 ) (207)

f j,k1 =
∆z

∆t
Cj,k1 hj,k1 +

1

2
(Kj,k

1 +Kj,k
2 )− ∆z

6
(2Sj−1

1 + Sj−1
2 ) (208)

+
∆z

∆t
(θj,k1 − θj−1

1 ) − qjtop ,

and fori = n+ 1:

Ej,kn+1,n = − 1

2∆z
(Kj,k

n +Kj,k
n+1) (209)

Ej,kn+1,n+1 =
1

2∆z
(Kj,k

n +Kj,k
n+1) +

∆z

∆t
Cj,kn+1 (210)

f j,kn+1 =
∆z

∆t
Cj,kn+1 h

j,k
n+1 +

1

2
(Kj,k

n +Kj,k
n+1)−

∆z

6
(Sj−1
n + 2Sj−1

n+1) (211)

+
∆z

∆t
(θj,kn+1 − θj−1

n+1) + qjbot .

In the same way as for the Picard iteration we obtain also for the Newton-Picard iteration

by repeated insertion and solving of the equations (199) a series (hj,k)k, that is truncated,

if the convergence criterion (Huang et al., 1996)

|θj,k+1
i − θj.ki | = |(∂θ/∂h)j,k+1

i (hj,k+1 − hj,k)| ≤ 0, 0001 (212)

is met for all1 ≤ i ≤ n+ 1 or if the maximal number of permitted iterations is reached.
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1.4.6 Actual Evapotranspiration (limitation of the potential rate)

To estimate the actual evaporation per time stepEV ∆t
a [mm] the potential evaporation

rate per time stepEV ∆t
p /∆t [mm d−1] is compared to the maximal possible water flow

qmax [mm d−1] out of the uppermost soil layer (across the soil surface intothe atmo-

sphere). qmax is calculated using Darcy’s law using the hydraulic conductivity K1 =

K(h1) [mm d−1] of the top soil layer and the gradient between matric potential of the

uppermost layerh1 = h(θ1) [mm] at volumetric water contentθ1 [mm3 mm−3], and the

specific matric potential of air dry soil at the soil surfaceh0 = -306600 mm water head, that

corresponds to a pressure head of -3000 kPa:

qmax = −K ∂h

∂z
|z=0 = −K1

h0 − h1
∆z

(213)

Finally the actual EvaporationEV ∆t
a [mm] during the time interval∆t [d] results by com-

paringqmax ∆t with the potential evaporationEV ∆t
p [mm]:

EV ∆t
a = min{EV ∆t

p /∆t; qmax}∆t (214)

If the actual evaporationEV ∆t
a [mm] is lower than the potential evaporationEV ∆t

p [mm],

i.e. qmax ∆t < EV ∆t
p , then the potential transpiration is increased by the corresponding

differenceEV ∆t
p − EV ∆t

a . The actual transpiration is then calculated from the root water

uptake in the total soil profile, which is limited by the potential transpiration.



60 1 SOIL WATER: STORAGE AND SEEPAGE

1.5 Capacity Model

1.5.1 Water Flow (CERES)

Following the approach of the CERES models (Jones and Kiniry,1986) to simulate soil

water flow a capacity model was integrated into EXPERT-N. Using capacity models the soil

profile is supposed to exist of several (i.e. n) soil layers, being considered as hydrostatic

reservoirs situated one above the other. Each layer i can store a maximal amount of water

Smaxi [mm] and can dry out to a minimal amount of waterSmini [mm]. The minimal water

amount is calculated by

Smini = θpwp,i di (215)

where for1 ≤ i ≤ n the volumetric water content at permanent wilting pointθpwp,i

[mm3 mm−3] and the thickness of the layer isdi [mm]. The maximal water holding ca-

pacitySmaxi [mm] results from

Smaxi = θmax,i di (216)

definingθmax,i [mm3 mm−3] for each layer by:

θmax,i = θfc,i + fi(θsat,i − θfc,i) (217)

θfc,i Vol. water content of layer i at field capacity[mm3 mm−3]

θsat,i soil porosity of layer i[mm3 mm−3]

fi soil factor of layer i (0.5 for sandy and loamy soils

0.4 for all other soils)[1]

Assuming precipitationPR [mm d−1], surface runoffRO [mm d−1] and evapotranspira-

tionET [mm d−1] being constant during the time step∆t [d], the water flowQ0 [mm d−1]

into the top layer is estimated by

Q0 = PR−RO − ET (218)

Initially at time t [d] the i-th layer contains an amount of waterSti [mm]. The amount of

waterS∗

i [mm], which would be found in the i-th layer at timet+∆t [d] if this layer were

closed at its bottom, is recursively computed by

S∗

i = Sti +Qi−1∆t , 1 ≤ i ≤ n, (219)

whereQi [mm d−1] the flow to the (i+1)-th layer is given by

Qi =

{
0 for S∗

i ≤ Smaxi

[(S∗

i − Smaxi )(θsat,i − θfc,i)/θsat,i]/∆t for S∗

i > Smaxi

(220)
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Finally the new amount if waterSt+∆t
i and the new water content is calculated for each

layer i byθt+∆t = St+∆t
i /di.

St+∆t
i =

{
S∗

i for S∗

i ≤ Smaxi

S∗

i −Qi∆t for S∗

i > Smaxi

(221)

The surface runoff is estimated using the SCS curve number method. Here, based on a

classification of surface soil and climatic conditions, a relationship between precipitation

and runoff is chosen by a classification number.

1.5.2 Actual Daily Evapotranspiration - Ritchie (CERES) Method

Actual soil evaporation is estimated by the method of (Ritchie, 1972), which considers two

different stages of soil evaporation. During stage one actual soil evaporationEV day
act is equal

to potential soil evaporationEV day
pot until the top soil gets drier and a certain soil-dependent

upper limit of cumulative evaporationEL [mm] is reached. Then soil evaporation enters

stage two, in which evaporation steadily declines with time. To determine which stage

occurs on a day auxiliary variablesV [mm] andW [mm] are calculated as sums of the

actual evaporationEdayact in stage one or stage two. At the beginning of the simulation at

time t0 [d] start values of the variables V and W are given by:

V t0 =

{
EL for θt0rel,1 < 0, 9

100, 0 (1, 0 − θt0rel,1) for θt0rel,1 ≥ 0, 9
(222)

W t0 =

{
25.0 − 27.8 θt0rel,1 for θt0rel,1 < 0.9

0.0 for θt0rel,1 ≥ 0.9
(223)

where the relative volumetric water contentθtrel,1 of the top of the layer at timet [d] is

defined by

θtrel,1 = (θt1 − θpwp,1)/(θfc,1 − θpwp,1) (224)

θt1 volumetric water content[mm3 mm−3] of the top layer at timet

θpwp,1 volumetric water content[mm3 mm−3] of the top layer at permanent wilting point

θfc,1 volumetric water content[mm3 mm−3] of the top layer at field capacity

For the next day, i.e. using a time step∆t = 1.0d and identifying daily evaporated

water amounts with daily evaporation rates (by multiplyingwith the factor1.0d), the actual

soil evaporationEV act,t+∆t
day [mm] at dayt + ∆t and the variablesV t+∆t andW t+∆t are

calculated
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in the case of zeroW t by:

V t+∆t =

{
0.0 for I ≥ V t

V t − I + EV pot,t+∆t
day for I < V t (225)

W t+∆t =

{
0.0 for V t+∆t ≤ EL

0.6 (V t+∆t − EL) for V t+∆t > EL
(226)

EV act,t+∆t
day =

{
0, 0 for V t+∆t ≤ EL

0.6 (V t+∆t − EL) for V t+∆t > EL
(227)

and ifW t is greater zero, by

V t+∆t =

{
V t for I < W t

EL− I +W t for I ≥W t
(228)

τ t+∆t =





τ t + 1.0d for I = 0.0

τ t for 0.0 < I < W t

0.0 for I ≥W t

(229)

EV act,t+∆t
day =





min(EV pot,t+∆t
day ; 3.5 τ t+∆t −W t) for I = 0.0

min(EV pot,t+∆t
day ; 3.5 τ t+∆t −W t + I; 0.8 I) for 0.0 < I < W t

EV pot,t+∆t
day for I ≥W t

(230)

W t+∆t =

{
W t + EV act,t+∆t

day − I for I < W t

0.0 for I ≥W t
(231)

whereτ [d] is the time which passed after stage two was reached,I = PR − RO [mm]

is the infiltration calculated as difference between daily precipitationPR [mm] and daily

runoffRO [mm], andEV pot,t+∆t
day [mm] is the daily potential evaporation at dayt+∆t [d].
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1.6 Two-Region Water Flow Models

At present different models are proposed to consider non-equilibrium, spatially non-uniform

or preferential water flow in soils (Germann and Beven, 1985;Othmer et al., 1991; Jarvis

et al., 1991; Chen and Wagenet, 1992; Wilson et al., 1992; Gerke and van Genuchten, 1993;

Durner, 1994). All of these models strongly simplify the mechanisms leading to the ob-

served non-equilibrium flow phenomena. In particular, to improve the description of solute

transport in structured soils, in EXPERT-N a very simple approach to simulate immobile

water can be applied as well as an approach to consider bi-modal pore-systems by special

parameterisations of soil hydraulic functions according to Durner (1994) and Priesack and

Durner (2006). These models assume that the porous medium consists of two interacting

continua one associated with the inter-aggregate or macropore system, and one comprising

micropores or the intra-aggregate pores inside soil aggregates (van Genuchten et al., 1999),

see Simunek et al. (2003) for a review including also more complex models.

1.6.1 Immobile Water

Occasionally in water flow studies with lysimeters or in fieldstudies the existence of an

important fraction of immobile soil water is observed, thatis only slowly exchanged with

the mobile, percolating soil water. This exchange is described by the following simple

modelling approach (Simunek et al., 2001):

dθimm
dt

=
1

τ

[
θmob
θsat,mob

− θimm − θres
θsat,imm − θres

]
− Sw,imm , (232)

θimm immobile volumetric water content of the micro-pore region[mm3 mm−3]

θmob mobile volumetric water content of the macro-pore region[mm3 mm−3]

θsat,imm immobile saturated vol. water content of the micro-pore region [mm3 mm−3]

θsat,mob mobile saturated vol. water content of the macro-pore region [mm3 mm−3]

θres residual volumetric soil water content[mm3 mm−3]

Sw,imm root water uptake of immobile water from the micro-pore region [mmmm−1 d−1]

τ first order retention time[d] for water exchange between immobile water in the

micro-pore region and mobile water in the macro-pore region.

that is complemented by the following defining equations forthe total volumetric soil water

contentθ [mm3 mm−3], for the saturated volumetric soil water contentθsat [mm
3 mm−3]

and for the root water uptake ratesSw, Sw,mob, Sw,imm [mmmm−1 d−1]:

θ = θmob + θimm (233)

θsat = θsat,mob + θsat,imm (234)

Sw = Sw,mob + Sw,imm (235)
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If we apply the Richards equation to model soil water flow

∂θmob
∂t

=
∂

∂z

[
K(h) (

∂h

∂z
− 1 )

]
− Sw − dθimm

dt
, (236)

we get after inserting equation (232) and transforming the Richards equation the following

equation to determineθmob:

∂θmob
∂t

=
∂

∂z

[
K(h)(

∂h

∂z
− 1)

]
− Sw,mob −

1

τ

[
θmob
θsat,mob

− θimm − θres
θsat,imm − θres

]
(237)

h soil matric potential[mm]

θmob mobile volumetric soil water content[mm3 mm−3]

θimm immobile volumetric soil water content[mm3 mm−3]

θres residual vol. soil water content[mm3 mm−3]

K(h) hydraulic conductivity as function of h[mm d−1]

τ first order retention time[d] for the mobile-immobile water exchange

Sw,mob root water uptake rate of mobile water from the macro-pore region [mmmm−1 d−1]

In this case the applied soil hydraulic functions are representing the mobile water region.

For example for the van Genuchten parameterisation of the retention function results

θmob(h) = θsat,mob [ 1 + (α |h|)n ]−m , (238)

with mobile saturated volumetric water contentθsat,mob and a zero residual water content

for the mobile pore region, since the given residual soil water content is assumed to be asso-

ciated with the immobile pore region. The immobile soil water contentθimm [mm3 mm−3]

finally results from integrating equation (232) with time.

1.6.2 Multi-Modal Hydraulic Functions

To better represent retention data of soils with heterogeneous pore systems Durner (1991),

Wilson et al. (1992) and Durner (1992) introduced multi-modal retention functions. In com-

bination with Mualem’s model for the prediction of the unsaturated conductivity functions

from retention curve representations it is possible to derive representations of conductiv-

ity curves, that significantly differ from the conductivityfunctions obtained for uni-modal

representations of the retention curve (Durner, 1994). It was shown, that in this way, i.e.

by using bi-modal representations, some of the observed patterns of preferential water flow

and non-equilibrium solute transport could be simulated bymerely applying Darcy’s law

and Richards equation (Zurmühl and Durner, 1996).

The multi-modal representation of the retention curve for soils with heterogeneous pore

systems according to Durner (1991) results from linear superposition of retention functions
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of the van Genuchten type, that represent different pore subsystems of the considered soil:

S =
θ − θres
θsat − θres

=
k∑

i=1

wi Si (239)

for the subcurves

Si = [1 + (αi h)
ni ]−mi , 1 ≤ i ≤ k . (240)

S = S(h) retention curve of the total soil, expressed by relative saturationS [1]

θ volumetric soil water content[mm3 mm−3]

θres residual vol. soil water content[mm3 mm−3]

θsat saturated vol. soil water content[mm3 mm−3]

k number of different pore subsystems [1]

wi weighting factors [1] with constraints0 < wi < 1 and
∑
wi = 1

Si = Si(h) retention curves of the pore subsystems, expressed by relative saturationSi [1]

h soil matric head or soil matric potential[mm]

αi,mi, ni van Genuchten parametersα [mm−1],m [1] andn [1] of the i-th retention sub-

curve withαi > 0,mi > 0 andni > q for the parameterq of Mualem’s

model withq > 0, see equations (97) and (243).

To represent the unsaturated hydraulic conductivity curveMualem’s model (Mualem,

1976), i.e. the integral (97) with parametersp ≥ 0, q > 0 and r > 0 is applied. By

an appropriate substitution the integral is transformed using the dependence on the matric

potentialh (Fayer and Simmons, 1995; Priesack and Durner, 2006):

∫ S0

0
h(S)−qdS =

∫ h0

−∞

h−q
dS

dh
dh =

∫ h0

−∞

h−q(
k∑

i=1

wi
dSi
dh

)dh (241)

=
k∑

i=1

wi

∫ h0

−∞

h−q
dSi
dh

dh =
k∑

i=1

wi

∫ Si(h0)

0
h−q dSi . (242)

Hence, withS0 = S(h0) andSi,0 = Si(h0) the following equation to calculate the hy-

draulic conductivity is obtained, if additionally the constrainedmi = 1− q/ni according to

van Genuchten (1980) is assumed:

K(S0) = Ksat (
k∑

i=1

wiSi,0)
p

(
k∑

i=1

wi α
q
i [1− (1 − S

1/mi

i,0 )mi ]

k∑

i=1

wi α
q
i

)r
. (243)

By this a closed-form expression also a closed-form representation of the hydraulic conduc-
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tivity as a function of the matric potentialh results:

K(h) = Ksat (
k∑

i=1

wi [1+(αi h)
ni ]−mi)p

(
k∑

i=1

wi α
q
i {1− (αi h)

ni−q [1 + (αi h)
ni ]−mi}

k∑

i=1

wi α
q
i

)r
.

(244)

More generally, without the constraintmi = 1− q/ni, but by using a much more complex

numerical evaluation by continued fraction for the incomplete and complete Beta function,

see equation (100), we get:

K(S0) = Ksat (
k∑

i=1

wiSi,0)
p

(
k∑

i=1

wi α
q
i mi Iζi(ui, vi)B(ui, vi)

k∑

i=1

wi α
q
i miB(ui, vi)

)r
, (245)

with ζi = (Si,0)
1/mi , ui = mi+q/ni andvi = 1−q/ni, as well as with the notation for the

incomplete and complete Beta function,Iζi(ui, vi) andB(ui, vi), following van Genuchten

et al. (1991), see also Press et al. (1992) for the numerical evaluation.

In the model system EXPERT-N by default only the bi-modal representation (k = 2) is

applied to simulate water flow in soils with two distinct poresystems assuming Darcy-

Buckingham’s law and solving Richards equation. This bi-modal representation is also

applied in the sense of Zurmühl (1994) and Zurmühl and Durner (1996) to calculate mo-

bile and immobile water contents and to describe non-equilibrium solute transport due to

preferential water flow. Assumingθimm [mm3 mm−3] represents the water fraction that is

kept in the finest pores of a soil, we see from the unsaturated conductivity function of the

total pore region that the hydraulic conductivity atθimm has a finite positive value. That

means, the immobile water contentθimm can be defined assuming that there always exists a

constant positive ratio between the conductivities at immobile and total water content. Then

θimm can be calculated depending on the total water contentθ by using:

K[S(θimm)] = ǫ K[S(θ)] (246)

K = K[S(θ)] hydraulic conductivity[mm d−1] as a function of the vol. water contentθ

θ volumetric soil water content[mm3 mm−3]

θimm immobile vol. soil water content[mm3 mm−3]

ǫ assumed constant ratio [1] between the conductivity of the immobile

pore region and the conductivity of the total pore region, determined by a

steady state calibration experiment, e.g.ǫ = 0.0005 (Zurmühl and Durner, 1996).

The mobile water contentθmob [mm3 mm−3] finally results from the difference between

immobile and total soil water content, see equation (233).
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1.6.3 Pedotransfer Functions for Bi-Modal Hydraulic Functions

In the same way as the PTFs of Scheinost et al. (1997), see section 1.4.3.2 and equations

(131) - (134), also the following pedotransfer functions for the soils of the research station

Scheyern (Schröder et al., 2002) were determined. The PTFsthat are given by Scheinost

(1995) deliver parameter values for the bi-modal representation of the retention curve ac-

cording to Durner (1994), whereas by the PTF of Priesack et al. (1999) the parameters

are estimated for a bi-modal representation of the retention curve, that is made up of two

mono-modal curves of the type defined by Brooks and Corey (1966).

1.6.3.1 PTF of Scheinost for Bi-Modal Hydraulic Functions For this bi-modal param-

eterisation of the retention curve according to Durner (1994) the underlying mono-modal

subcurves are of the Brutsaert type, i.e. with van Genuchtenparametersmi = 1:

θ(h)− θres
θsat − θres

=
w1

1 + (α1|h|)n1
+

w2

1 + (α2|h|)n2
(247)

It is assumed, thatθsat is determined by the total porosity andθres is given by the value

θres = 0.8 θ(−150000mm). It is further assumed, that the part of the retention curve that

represents the macropore region for the matric potentials between 0 mm and -40 mm, can

be described by the parameter valuesα1 = 1 andn1 = 5. By fixing the boundary between

macropore and micropore region, i.e. between structural and textural pore region, at the

limit value θtex = θ(−40 mm) we get for the parameterw2:

w2 =
θtex − θres
θsat − θres

(248)

because of the relationw1 + w2 = 1 then also the parameterw1 is determined.

Hence, only for the parametersθsat, θtex, θres, α2 andn2 pedotransfer functions have to

be determined to obtain from the basic soil parameters the corresponding parameters for the

bi-modal representation of the retention curve (Scheinost, 1995):

θsat = 1 − 0, 38 ρs (249)

θtex = 0, 86 − 0, 34 ρs + 0, 14 fclay (250)

θres = 0, 05 + 0, 43 fclay + 1, 6 fCorg (251)

log10(α2) = −1, 05 + 0.68 log10(dg) − 0, 023 σg − 0, 5 ρs (252)

n2 = 0, 26 − 0, 17 log10(α2) − 0, 0059 σg (253)

θsat saturated vol. water content [1] ρs soil bulk density [mg mm−3]

θtex limit value of textural pore region [1] fclay clay fraction of total soil [kg kg−1]

θres residual vol. water content [1] fCorg org. carbon fraction [kg kg−1]

α2 van Genuchtenα [mm−1] of textural pore region dg geom. mean particle diameter [mm]

n2 van Genuchtenn [1] of textural pore region σg standard deviation ofdg [1]
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Therebylog10(·) denotes the decadic logarithm that can be related to the natural logarithm

log(·) by use oflog10(x) = log(x)/ log(10). The geometric mean particle diameterdg
[mm] and its standard deviationσg [1] are calculated following Scheinost et al. (1997) (see

section 1.4.3.2 d). Finally Scheinost (1995) also determined a pedotransfer function to

estimate the saturated hydraulic conductivityKsat for the soils of the study area belonging

to the research station Scheyern:

log10(Ksat) = 3, 1 + 0, 6 log10(dg) (254)

Similarly to the PTF of Scheinost et al. (1997) for the mono-modal parameterisation of the

retention curve, also the PTF for the bi-modal parameterisation attains values ofn2 < 1

for the parametern2. In such cases Mualem’s integral cannot be evaluated forq = 1,

see equation (97) und Gleichung (124). Yet, for most cases wehaven2 > 1
2 , such that

the integral equation can be applied for the Mualem parameter q = 1
2 and therefore an

unsaturated hydraulic conductivity curve may be represented, if also values for the Mualem

parametersp andr can be determined.

1.6.3.2 PTF of Priesack et al. for Bi-Modal Hydraulic Functions To circumvent the

difficulties in evaluating Mualem’s integral for small values of the van Genuchten param-

etersn, Priesack et al. (1999) determined a PTF that is based on the parameterisation of

Brooks and Corey (1966). For this purpose first the followingbi-modal parameterisation

for retention curves was developed

θ(h) =





θsat for hb ≤ h < 0

θa

(
h
a1

)
−
1
b1 for a2 ≤ h ≤ hb

θx

(
h
a2

)
−
1
b2 for −∞ < h ≤ a2

(255)

using a continuity condition at the transition pointa2 [mm], where both mono-modal sub-

curves are composed to build a bi-modal function, as well as the usual continuity condition

at the air entry valuehb [mm]

a2 = a1

(
θx
θa

)−b1
hb = a1

(
θsat
θa

)−b1
(256)

h matric potential [mm] θ vol. water content [1]

hb matric potential at air entry value [mm] θsat saturated vol. water content [1]

a1 matric potential of -40 mm θa vol. water content [1] ata1
a2 matric potential at curve transition point [mm] θx vol. water content [1] ata2
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Mualem’s integral, equation (97) with Mualem parameter valuesp = 1
2 , q = 1 andr = 2,

can be directly evaluated using the newly developed bi-modal retention curve parameteri-

sation. As result we get the following representation of thehydraulic conductivity without

any further constraints on the parameter values:

K(Se)

Ksat
=





1 for Sa < Se ≤ 1

Spe κ
−1

[
Sb2+1
x

a2(b2 + 1)
+
Sb1+1
e − Sb1+1

x
a1(b1 + 1)

]2
for Sx < Se ≤ Sa

S2b2+2+p
e κ−1 [a2(b2 + 1)]−2 for 0 < Se ≤ Sx

(257)

where

κ =
[ Sb2+1

x

a2(b2 + 1)
+

1− Sb1+1
x

a1(b1 + 1)

]2
(258)

and

Se = θ/θsat , Si = θi/θsat for i = a, x

Finally, the following relationships define a PTF for the area of the research station Scheyern
(Priesack et al., 1999):

θa = 0, 9− 0, 025 log10(dg)− 0, 38 ρs (259)

θλ = 0, 04− 0, 036 dg + 0, 386 fclay + 1, 7 fCorg (260)

b2 = − log10(a3/a2)

log10(θλ/θx)
(261)

For top soils we found:

θx = 0, 15 + 7, 0 fCorg + 1, 5 fclay − 0, 015 σg + 0, 21 ρs + 0, 18 log10(dg) (262)

b−1
1 = 0, 005 + 0, 44 (θa − θx)− 0, 2 fCorg + 0, 01 σg dg (263)

and for subsoils:

θx = 0, 87− 0, 05 log10(dg)− 0, 41 ρs (264)

b−1
1 = 0, 06 + 0, 05 log10(dg) + 0, 52(θa − θx)− 0, 002σg + 0, 02ρs + 0, 001

√
σg/dg (265)

log10 decadic logarithm ρs soil bulk density [mg mm−3]

fclay clay fraction of the total soil [kg kg−1] fCorg organic carbon content [kg kg−1]

dg geometric mean particle diameter [mm] σg standard deviation ofdg [1]

a3 matric potential of -150000 mm θλ vol. water content [1] ata3
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1.7 Water Flow at Frost

At beginning of ground frost, liquid soil water starts to freeze up to ice. It is assumed, this

happens first in the soil macropores and causes a water movement of the still liquid water

from the finer pores into the meso- and macropores (Miller, 1980; Williams and Smith,

1995). This leads to a low matric potential in the freezing soil and therefore generates a

water flow from the neighboring regions into the freezing zone (Dirksen and Miller, 1966).

Besides these effects, in most water flow models that also consider soil freezing, the impact

of ice and ice formation on water flow is expressed by a change of unsaturated hydraulic

conductivity and described by applying Richards equation.In EXPERT-N the three actually

most often used approaches of Flerchinger and Saxton (1989), of Jansson (1999) and of

Hansen et al. (1990) were implemented and, if necessary, slightly modified.

1.7.1 Approach of the Model DAISY

The model DAISY (Hansen et al., 1990) simulates water flow by applying Richards equa-

tion also at freezing conditions, as long as there is still air in the soil. For this purpose the

soil ice content is calculated by an ice formation rate (see section 2.2.3). Additionally, it is

assumed, that similarly to the unfrozen soil also under freezing conditions the matric poten-

tial is obtained from the volumetric content of liquid waterand, vice versa, the volumetric

content of liquid water from the matric potential using the hydraulic water retention curve

of the unfrozen soil. In the same way it is assumed, that also the unsaturated hydraulic

conductivity can be calculated from the soil matric potential or from the volumetric content

of liquid soil water using the hydraulic conductivity curveof the unfrozen soil.

In the case when saturation occurs in the freezing zone, i.e.the matric potential gets zero or

positive and the pore space is completely filled with ice and liquid water, then water flow is

only described by the gravitational flow (positive downward):

qw = K(θliq) = K(θsat − θice) (266)

qw vol. water flux[mm d−1] K = K(·) unsat. hydr. conductivity curve[mm d−1]

θliq vol. content of liquid water[1] θice vol. ice content[1]

θsat saturate vol. water content[1]

In this case the unsaturated hydraulic conductivityK results from the hydraulic conductivity

function by inserting the volumetric water content of liquid waterθliq [1], which in the case

of saturation is given byθliq = θsat − θice . Water flow below the saturated freezing zone

is continued to be simulated by Richards equation, in a way, that at the freezing front the

water flux out of the freezing zone is prescribed as upper flux boundary condition. This

procedure is applied until the soil is no longer frozen and air has entered the soil.



1.7 Water Flow at Frost 71

1.7.2 Approach of the Model SHAW

The simulation of water flow at soil frost is accomplished within the model SHAW

(Flerchinger and Saxton, 1989) also by using a numerical solution of the Richards equa-

tion. For this purpose, under soil freezing conditions, i.e. at soil temperatures below zero

degrees Celsius, the matric potential is only additionallyexpressed in dependence of soil

temperature according to Fuchs et al. (1978):

hT = ψm/(ρwg) =
Lf T

g (T + 273)
− ψs/(ρwg) (267)

hT matric potential[m] ψm matric potential (as energy density)[Pa]

ρw density of water[kg m−3] g acceleration of gravity (9.81m s−2)

T soil temperature[◦ C] ψs osmotic potential[Pa]

Lf latent heat of the phase transition between solid-liquid (latent heat of melting)[J kg−1]

The osmotic potentialψs of the soil solution is calculated by:

ψs = −c R TK (268)

ψs osmotic potential[Pa] c concentration of solutes[mol m−3]

R universal gas constant (8,3143J mol−1K−1) TK soil temperature in degrees Kelvin[K]

Assuming the hydraulic properties of the unfrozen soil as given by water retention and

unsaturated conductivity curves can be also applied for thefrozen soil, we get from the

temperature dependent matric potentialhT the volumetric content of liquid water:

θliq = θ(hT ) = θ
[ Lf T

g (T + 273)
+
c R (T + 273)

ρw g

]
(269)

θliq vol. content of liquid water[1] θ(h) retention curve as function of potentialh

hT matric potential[mm] after eq. (267) T soil temperature[◦ C] below zero

and correspondingly the hydraulic conductivityK = K(θliq) [mm d−1], such that finally

water flow can be simulated by using Richards equation.

Remark: The approach of Fuchs et al. (1978) was developed by considering the osmotic

potential (Cary and Mayland, 1972) and by applying the Clausius-Clapeyron equation for

the phase transition fluid-solid. For the three-phase system (water vapor - liquid water -

ice) during ice formation in unsaturated soil it is assumed,that the soil hydraulic potential

is in equilibrium with water vapor directly above the ice and, that in the soil the pressure

difference between ice and air is much smaller than that between liquid water and air, see

also Zhao et al. (1997) Appendix A, Spaans and Baker (1996). The equation (269) permits

to describe the freezing point depression and the freezing characteristic, i.e. the relation

θliq(T ) between volumetric liquid water contentθliq [1] and soil temperatureT [◦ C] near

the freezing point.
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1.7.3 Approaches of the Model SOILN

Also by the model SOILN (Jansson, 1999) soil water flow duringsoil freezing is simulated

by application of the Richards equation. For this it is assumed as for the other models, that

the hydraulic property functions of the unfrozen soil can also be used for the volumetric

content of the liquid soil water in frozen or partly frozen soil. Only to avoid an overestima-

tion of water fluxes into the direction towards the freezing front the unsaturated hydraulic

conductivity is reduced in this case (Lundin, 1990). This isachieved e.g. by choosing an

appropriate averaging of the conductivity values for the concerned numerical soil profile

layers (not realised in EXPERT-N), or by a reduction factor:

Kf = 10−fred θice/θ K (270)

Kf reduced unsaturated hydraulic conductivity[mm d−1] for freezing soil

K unsaturated hydraulic conductivity[mm d−1] in freezing soilK = K(θliq)

fred reduction parameter,0 ≤ fred ≤ 10, depending on freezing conditions in the soil

θ (total) volumetric water content [1], i.e.θ = θice + θliq

θice volumetric ice content[1]

θliq volumetric content of liquid water[1]

The reduction is applied for a negative gradient of the matric potential (∂h/∂z < 0), such

that an upward water flux is reduced, that is directed towardsa freezing front advancing

from the soil surface deeper into the soil.

Another approach is given by a two-region model to consider preferential water flow in

freezing soils and was additionally implemented into the SOILN model by Stähli et al.

(1996). This water flow model distinguishes between a pore-region of slow water fluxes,

the low flow or matric region, for which the water flow is modelled as previously described,

and a pore-region of fast water fluxes, the high flow or macroporous region. This region is

particularly needed to describe water fluxes infiltrating into initially air-filled macropores.

For the frozen soil it is assumed, that both regions are separated mainly by the ice along the

boundaries of the macropores.

The water flow in the macroporous region is then described based on the unit gradient of

gravitation and by the following hydraulic conductivity:

Khf = K(θ)−K(θlf + θice) (271)

Khf hydraulic conductivity[mm d−1] of the macroporous region

K = K(·) unsaturated conductivity function[mm d−1]

θ (total) volumetric water content [1], i.e.θ = θlf + θice + θhf

θice volumetric ice content[1] of the total soil

θlf volumetric content of liquid water[1] in the low flow or matric region

θhf volumetric content of liquid water[1] in the high flow or macroporous region
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During rain fall or snow melting the model simulates water infiltration from the soil sur-

face into the matric region up to a maximal rate, that is determined by the product of

the unsaturated hydraulic conductivityK(θlf ) and the hydraulic gradient following Darcy-

Buckingham’s law. If the potential infiltration rate is higher, i.e. the rate given by the rate

of precipitation rate respectively of snow melting surpasses the maximal infiltration rate,

the surplus water enters into the air-filled macropores at a rate that is determined by the

hydraulic conductivityK(θhf). If the potential infiltration is even higher water ponding

occurs at the soil surface eventually leading to surface runoff.

It can be assumed, that water from melting snow, which infiltrates into the macroporous

region has a temperature of about0 ◦C. Therefore it will partly or completely refreeze

during infiltration depending on soil temperature. The latent heat released from freezing

causes melting of ice in the finer ice-filled pores, hence in the matric region, such that the

total volumetric ice contentθice remains unchanged, but the matric region water content

θlf increases by the same amount of water that freezes in the macroporous region. This

redistribution of water during infiltration is calculated by the following water flux from the

macroporous into the matric region:

qtf = − αh
T

ρwLf
(272)

qtf redistribution rate[mm d−1] αh heat exchange parameter[J d−1 ◦C−1 m−2]

T soil temperature [◦ C] ρw density of water[kg dm−3]

Lf latent heat of phase transition between solid-liquid (latent heat of melting)[J kg−1]
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2 Soil Heat: Transfer and Temperature

2.1 Introduction

To model heat transfer from the land surface into the ground and to simulate the resulting

temperature distribution in the soil, we have to consider the near surface distribution of

radiant energy and the resulting transport of heat into the soil. Knowledge of the temperature

distribution in the soil is particularly important since soil temperature impacts numerous

biological processes, such as plant growth or transformation of soil organic carbon and

nitrogen pools. Also many other biotic, chemical and physical processes in the soil depend

directly or indirectly on the temperature distribution in the soil. In analogy to the transport

of chemicals heat transfer in the soil is also called heat transport. It happens mainly by heat

conduction, although the convective transport during occurrence of high water flow (e.g. in

the event of heavy rainfall) occasionally can be a significant part of heat transfer in the soil.

In the EXPERT-N model, various modelling approaches are used to describesoil heat trans-

port and the temperature development in the soil. This serves on the one hand to compare

soil heat transfer models (i.e. a comparison of the different modelling approaches), on the

other hand it helps to find a good description of soil freeze and thaw cycles. In Expert-N

a reliable temperature model is particularly needed to adequately model N2O emission dy-

namics from soil during freeze-thaw cycles. The implemented approaches of the models

DAISY (Hansen et al., 1990), SHAW (Flerchinger and Saxton, 1989) and SOILN (Jansson,

1999) are based on a one-dimensional transport equation that includes both heat conduc-

tion and heat convection and can also simulate soil freezing. The approach according to

the model LEACHN (Hutson and Wagenet, 1992) is based on a simple heat conduction

equation without a convective part and without consideringthe freezing of soil. Finally, the

CERES model approach (Jones and Kiniry, 1986) provides a temperature model , which

estimates soil temperature using an empirical relationship between soil surface temperature

and near surface air temperature.

Except for the last approach, the temperature models each are based on a one-dimensional

transport equation, which needs coefficient functions represented by the soil parameter func-

tions heat capacity and heat conduction . These parameter functions depend to a large extent

on the mineral composition of the soil, on soil texture, on soil density and on soil moisture

and have to be determined for each soil horizon of the considered soil profile. A physically

based model after de Vries (1952, 1963) allows to get good estimates of soil heat capacity

and soil heat conductivity for most soils, if the basic soil property data (texture, bulk density,

organic matter content) of the soil horizons are known and the dynamics of soil moisture

distribution in the soil profile can be described.
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2.2 Soil Heat Transfer Models

2.2.1 Equations of Soil Heat Transport

2.2.1.1 Law of Soil Heat Flow The law of the vertical one-dimensional heat flowqh
[J m−2 d−1] in unsaturated soil is determined by two parts, by heat transfer due to heat

conduction and on the other hand due to heat convection by water flow. Heat conduction

is given by Fourier’s law, i.e. by the soil temperature gradient and the heat conductivity

Kh [W m−1 ◦C−1], which is the proportionality factor of this law. The heat convection is

calculated by the volumetric heat content of the soil waterHw = ρwcwT [J m−3] and the

volumetric soil water flowqw [m d−1]:

qh = −Kh
∂T

∂z
+ qw (ρwcwT ) (273)

qh volumetric heat flow[J m−2 d−1] T soil temperature [◦C]

Kh heat conductivity of soil[J m−1 d−1 ◦C−1] z depth[m]

qw volumetric water flow[m d−1] ρw density of water[kg m−3]

cw specific heat capacity

of liquid water[J kg−1 ◦C−1]

If also flow of water vapor is considered, the equation for theheat flow qh [J m−2 d−1]

extends to:

qh = −Kh
∂T

∂z
+ qw (ρwcwT ) + qv (ρvcvT + Lvρw ) (274)

qh vol. heat flow[J m−2 d−1] T soil temperature [◦C]

Kh heat conductivity of soil[J m−1 d−1 ◦C−1] z depth[m]

qw vol. water flow[m d−1] ρw density of water[kg m−3]

cw specific heat capacity qv vol. vapor flux[m d−1]

of water[J kg−1 ◦C−1]

2.2.1.2 Law of Heat Conservation The conservation of heat or of heat energy is ex-

pressed by the following equation, the continuity equationof heat flow:

∂H

∂t
= −∂qh

∂z
+ Sh (275)

H vol. heat content of the soil[J m−3] t time [s]

qh vol. heat flow[J m−2 d−1] z depth[m]

Sh heat source or sink[J m−3 d−1]
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2.2.1.3 Soil Heat Capacity The change of the volumetric heat contentdH [J m−3] at

soil temperature changedT [◦C] gives the volumetric soil heat capacityCh [J m−3 ◦C−1]:

Ch = dH/dT (276)

The soil heat capacity is composed by the heat capacities of the different soil compounds

here including also the occurrence of ice:

Ch = xmρmcm + xoρoco + xwρw cw + xiρi ci + xaρaca (277)

Ch vol. heat capacity of the soil[J m−3 ◦C−1] xj vol. fraction of j [1]

cj spec. heat capacity of j[J kg−1 ◦C−1] ρj density of j[kg m−3],

where j = m for mineral compounds,j = o for organic compounds,j = w for fluid soil water,

j = i for soil ice, j = a for soil air, such that the relationxm + xo + xw + xi + xa = 1

is valid for the volumetric fractionsxj , see e.g. Campbell (1985), S.32, Tab. 4.1. or Table 4.

The contribution of the heat capacity of soil air is small compared to the contributions from

the other compounds and is sometimes neglected or only considered by that of water vapor.

Additionally the contributions of mineral and organic compounds can be integrated for most

mineral soils, since the volumetric heat capacities of bothsoil fractions are of similar size.

Finally we get for the volumetric heat capacity of the soilCh [J m
−3 ◦C−1]:

Ch = ρmcm(1− φ) + ρwcwθ + ρiciθi + ρacaxa (278)

φ soil porosity[1] θ vol. content of fluid soil water[1]

θi vol. soil ice content[1] xa vol. soil air content

ρm density of min. compounds[kg m−3] cm specific heat capacity of min. compounds[J kg−1 ◦C−1]

ρw density of fluid water[kg m−3] cw specific heat capacity of fluid water[J kg−1 ◦C−1]

ρi density of ice[kg m−3] ci specific heat capacity of ice[J kg−1 ◦C−1]

ρa density of air[kg m−3] ca specific heat capacity of air[J kg−1 ◦C−1]

If freezing and thawing and also condensation and evaporation of soil water is considered,

we additionally have to account for the heat involved in the phase changes of water. In this

case we have to add the energy needed to evaporate the included amount of water vapor from

liquid soil water and to substract the energy needed to melt the included soil ice amount.

Hence, if we consider the soil heat content changedH [J m−3] at the soil temperature

changedT [◦C] we now get:

∂H

∂T
=
∂(ChT )

∂T
− Lf ρice

∂θice
∂T

+ Lv ρw
∂θv
∂T

(279)

H vol. soil heat content[J m−3] T soil temperature [◦C]

Ch vol. soil heat capacity[J m−3 ◦C−1] Lf latent heat of fusion[J kg−1]

θice vol. ice content[1] ρice density of ice[kg m−3]

Lv latent heat of vaporisation[J kg−1] θv vol. vapor content[1]

ρw density of fluid water[kg m−3]
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2.2.1.4 Equation of Heat Transport By applying the law of heat conservation (274),

and the law of heat flow (273), we have

∂H

∂t
=

∂(ChT )

∂t
− Lfρi

∂θi
∂t

+ Lvρw
∂θv
∂t

= −∂qh
∂z

+ Sh = (280)

= − ∂

∂z
[−Kh

∂T

∂z
+ qw (ρwcwT ) + qv (ρvcvT + Lvρw )] + Sh =

= − ∂

∂z
[−Kh

∂T

∂z
]− ρwcw

∂(qwT )

∂z
− ρvcv

∂(qvT )

∂z
− Lvρw

∂qv
∂z

+ Sh

From which we get thegeneral soil heat transport equation, which includes fusion of ice

and vaporization of water:

∂(ChT )

∂t
− Lfρi

∂θi
∂t

+ Lvρw
(∂θv
∂t

+
∂qv
∂z

)
= (281)

=
∂

∂z

[
Kh

∂T

∂z

]
− ρwcw

(∂qw T )

∂z
− ρvcv

(∂qv T )

∂z
+ Sh

Ch vol. heat capacity of the soil[J m−3 ◦C−1] T soil temperature [◦C]

θi vol. ice content of the soil[1] ρi density of ice[kg m−3]

Lf latent heat of melting[J kg−1] Lv latent heat of vaporization[J kg−1]

qw (non-isothermal) vol. water flow[m s−1] qv (non-isothermal) vol. vapor flux[m s−1]

ρw density of water[kg m−3] θv vol. vapor content of the soil[1]

Kh heat conductivity of the soil[J m−1s−1 ◦C−1] ρv density of vapor[kg m−3]

cw specific heat capacity cv specific heat capacity

of water[J kg−1 ◦C−1] of vapor[J kg−1 ◦C−1]

If we now evaluate the first term of the left hand side:

∂ChT

∂t
=
∂Ch
∂t

T + Ch
∂T

∂t
(282)

Under the assumption, that the solid phase of soil, the soil matric is rigid and its volume

fraction is not changing we derive:

∂Ch
∂t

=
∂

∂t
(ρmcm(1− φ) + ρwcwθ + ρiciθi + ρvcvθv) (283)

= 0 + ρwcw
∂θ

∂t
+ ρici

∂θi
∂t

+ ρvcv
∂θv
∂t

Then, by insertion into the general heat transport equationand neglecting the third term

of the right hand side of the last equation, sinceρiciT is very small compared toLfρi,

i.e. ρiciT ≪ Lfρi, and by further differentiation of the right hand side of thetransport

equation:

Ch
∂T

∂t
+ ρwcw

∂θ

∂t
T + ρvcv

∂θv
∂t

T − Lfρi
∂θi
∂t

+ Lvρw
(∂θv
∂t

+
∂qv
∂z

)
= (284)

=
∂

∂z

[
Kh

∂T

∂z

]
− ρwcw

∂qw
∂z

T − ρwcwqw
∂T

∂z
− ρvcv

∂qv
∂z

T − ρvcvqv
∂T

∂z
+ Sh
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We obtain by inserting into the l.h.s. of (282)a) the continuity equation of water flow (Nas-

sar and Horton, 1992; Hansson et al., 2004) for which the vol.ice contentθi is expressed as

equivalent of the vol. water content:

∂θ

∂t
= −∂qw

∂z
− ∂θi

∂t
− E + Sw (285)

andb) the continuity equation of vapor flow (Nassar and Horton, 1992; Sakai et al., 2009)

∂θv
∂t

= −∂qv
∂z

+ E (286)

(expressed as equivalent liquid water flux):

Ch
∂T

∂t
+ ρwcw

∂θ

∂t
T + ρvcv

∂θv
∂t

T − Lfρi
∂θi
∂t

+ Lvρw
(∂θv
∂t

+
∂qv
∂z

)
=

= Ch
∂T

∂t
+ ρwcw(

−∂qw
∂z

− ∂θi
∂t

− E + Sw) T + ρvcv(
−∂qv
∂z

+ E) T − (287)

−Lfρi
∂θi
∂t

+ Lvρw
(
E
)
=

= Ch
∂T

∂t
− ρwcw

∂qw
∂z

T − ρwcw
∂θi
∂t

T − ρwcwE T + ρwcwSw T − ρvcv
∂qv
∂z

T

+ρvcvE T − Lfρi
∂θi
∂t

+ Lvρw
(
E
)

where we can neglect the termρwcw
∂θi
∂t T becauseρwcwT ≪ Lfρw and the terms

ρwcwE T andρvcvE T becauseρwcwT ≪ Lvρv andρvcvT ≪ Lvρv and re-substitute

E inLvρwE by use of (286) to get:

Ch
∂T

∂t
− ρwcw

∂qw
∂z

T + ρwcwSw T − ρvcv
∂qv
∂z

T − Lfρi
∂θi
∂t

+ Lvρw
(∂θv
∂t

+
∂qv
∂z

)

=
∂

∂z

[
Kh

∂T

∂z

]
− ρwcw

∂qw
∂z

T − ρwcwqw
∂T

∂z
− ρvcv

∂qv
∂z

T − ρvcvqv
∂T

∂z
+ Sh (288)

Assuming the sink term of heat represents mainly heat lost from the soil volume due to the

water sink by root water uptake, we haveSh = ρwcwSw T . Then by eliminating terms

which occur at either side of the equation (i.e.−ρwcw ∂qw∂z T , −ρvcv ∂qv∂z T andSh resp.

ρwcwSw T ), we finally have derived a simpler version of the transport equation:
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The simplifiedsoil heat transport equation, which still considers freezing and melting as

well as evaporation and condensation:

Ch
∂T

∂t
− Lfρi

∂θi
∂t

+ Lvρw
(∂θv
∂t

+
∂qv
∂z

)
=

∂

∂z

[
Kh

∂T

∂z

]
− ρwcwqw

∂T

∂z
− ρvcvqv

∂T

∂z
(289)

Ch vol. heat capacity of the soil[J m−3 ◦C−1] T soil temperature [◦C]

θi vol. ice content of the soil[1] ρi density of ice (=916.7kg m−3)

Lf latent heat of melting[J kg−1] Lv latent heat of vaporization[J kg−1]

(= 3.34 105J kg−1) (= 2.501 106 − 2.3692T J kg−1)

qw (non-isothermal) vol. water flow[m s−1] qv (non-isothermal) vol. vapor flow[m s−1]

ρw density of water(= 1.0 103 kg m−3) θv vol. vapor content of the soil[1]

Kh heat conductivity of the soil[J m−1s−1 ◦C−1] ρv density of vapor(= 958.0 kg m−3)

cw specific heat capacity of water cv specific heat capacity of vapor

(= 4.186 kJ kg−1 ◦C−1) (= 2.108 kJ kg−1 ◦C−1)

2.2.1.5 Non-isothermal Liquid Water and Water Vapor Flow In the non-isothermal

case the liquid water fluxqw is described by a modified Darcy-Buckingham law (Philip and

de Vries, 1957) by including the non-isothermal liquid water flow qwT = −KwT
∂T
∂z :

qw = qwψ + qwT = −Kwψ
∂ψ

∂z
+Kwψ −KwT

∂T

∂z
(290)

Similar the vapor fluxqv (expressed as an equivalent liquid water flux) is separated into an

isothermal fluxqvψ and an non-isothermal fluxqvT :

qv = qvψ + qvT = −Kvψ
∂ψ

∂z
−KvT

∂T

∂z
(291)

Then expressingθi andθv in equivalent water contents, we obtain for the total water content

θg = θ + θi + θv by combining liquid and vapor water fluxes a general equationof non-

isothermal water flow (Saito et al., 2006; Sakai et al., 2009;Vanderborght et al., 2017):

∂θg
∂t

=
∂

∂z

[
Kwψ

∂ψ

∂z
−Kwψ +KwT

∂T

∂z
+Kvψ

∂ψ

∂z
+KvT

∂T

∂z

]
− S (292)

θg total vol. soil water content[cm3 cm−3] ψ soil matric potential[mm]

T soil temperature [◦C] S sink term of liquid water and vapor[s−1]

Kwψ isothermal hydraulic conductivity[m s−1] KwT thermal hydraulic conductivity[m2 ◦C−1 s−1]

Kvψ isothermal vapor conductivity[m s−1] KvT thermal vapor conductivity[m2 ◦C−1 s−1]

θv vol. soil vapor content[cm3 cm−3] θi vol. soil ice content[cm3 cm−3]
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2.2.1.6 Heat Transport in Frozen Soil For a relatively moist, unsaturated soil the

Clausius-Clapeyron equation
dP

dT
=

Lf

ρ−1
w T

(293)

describes the relation between the the tension of liquid soil waterdP = ρw g dψ and the

corresponding freezing point depressiondT , when the liquid soil water is transformed to

ice. Hereby a constant ice gauge pressure and a zero osmotic potential is assumed, cf.

Edlefsen and Anderson (1943), p.120, equ. (205). By applying this Clausius-Clayperon

equation and insertingdP = ρw g dψ into (293) we get

dψ

dT
= (ρw g)

−1 Lf

ρ−1
w T

=
Lf
g T

(294)

and we have for a freezing soil:

−Lf ρi
∂θi
∂t

= Lf ρw
∂θ

∂t
= Lf ρw

∂θ

∂ψ

∂ψ

∂T

∂T

∂t
= Lf ρw

∂θ

∂ψ

(
Lf
gT

)
∂T

∂t
=

= ρw
L2
f

gT

∂θ

∂ψ

∂T

∂t
= ρw

L2
f

gT
C(ψ)

∂T

∂t
(295)

and with that, we get from the simplified heat transport equation (289) the modified heat

transport equation for freezing soils:
[
Ch + ρw

L2
f

gT
C(ψ)

]
∂T

∂t
=

∂

∂z
(Kh

∂T

∂z
)− ρwcwqw

∂T

∂z
− ρvcvqv

∂T

∂z
(296)

Ch vol. heat capacity of the soil[J m−3 ◦C−1] T soil temperature [◦C]

C(ψ) differential water capacity[mm−1] ψ matric potential[mm]

Lf latent heat of melting[J kg−1] g acceleration of gravity[m s−2]

qw (non-isothermal) vol. water flow[m s−1] qv (non-isothermal) vol. vapor flow[m s−1]

ρw density of water[kg m−3] ρv density of vapor[kg m−3]

Kh heat conductivity of the soil[J m−1 s−1 ◦C−1]

cw specific heat capacity cv specific heat capacity

of water[J kg−1 ◦C−1] of vapor[J kg−1 ◦C−1]

The term within the square brackets is often called apparentvolumetric heat capacityCa of

the soil[J m−3 ◦C−1], see (Fuchs et al., 1978; Williams and Smith, 1989; Hansson et al.,

2004; Kelleners, 2013).
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2.2.2 Thermal Conductivity according to de Vries

The thermal conductivity of the soil strongly depends on thesoil composition, i.e. on the

volumetric fractions of the different soil compounds. Due to the strong differences between

the heat conductivities of water and air the soil heat conductivity depends to a high degree

on the water content of the soil. In dry soil heat mainly through the mineral soil particles,

but has to bridge air filled gaps between the particles. When water is present it starts to fill

these gaps and thus considerably increases the thermal conductivity of the soil due to the

higher thermal conductivity of water compared to the thermal conductivity of air. For the

description of this complicated situation de Vries (1952, 1963) developed a physically based

model of the thermal conductivity of soil. The model is basedin analogy to the physical

expression for the electrical conductivity or the dielectric constant of a granular material as

a function of the volume fractions and the physical properties of its constituents. The basic

ideas will be shortly outlined following Hansen et al. (1990).

2.2.2.1 Thermal Conductivity of a Mixture of Granulate Materials It is assumed,

that a volumeV consists of a continuous medium (e.g. air or water) in whichn different

types of granulate materials are embedded. The continuous medium has the volume fraction

x0 and the thermal conductivityK0, the granulate materials volume fractionsxi, 1 ≤ i ≤ n

and thermal conductivitiesKi, 1 ≤ i ≤ n. the average heat flow through the volume can

then be calculated by the following equation:

~qh =
1

V

∫

V
~q dv =

1

V

∫

V
−K~G dv (297)

~qh average heat flow (3D-vector)[J m−2 d−1] V Volume of granular material[m3]

~q local heat flow (3D-vector)[J m−2 d−1] K local thermal conductivity
~G local temperature gradient (3D-vector)[◦Cm−1] [J m−1 d−1 ◦C−1]

Assuming that throughout the volume of the same material thesame temperature gradient

exists, the average heat flow can be calculated by:

~qh =
n∑

i=0

xiKi
~Gi (298)

~qh average heat flow (3D-vector)[J m−2 d−1]

Ki thermal conductivity of material i[J m−1 d−1 ◦C−1]

xi volume fraction of material i[1]
~Gi local temperature gradient (3D-vector)within the volume of material i [◦Cm−1]

By introducing the apparent thermal conductivityKh [J m−1 d−1 ◦C−1] the average heat

flow ~qh [J m−2 d−1] through the volume can be calculated by the average temperature
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gradient~Gv [◦Cm−1] within the total volume of the granular materials:

~qh = −Kh · ~Gv (299)

~Gv =
1

V

∫

V

~G dv =
n∑

i=0

xi ~Gi (300)

and hence:

Kh

n∑

i=0

xi ~Gi =
n∑

i=0

xiKi
~Gi (301)

For the heat flow in the direction of the unit vectore, (‖e‖ = 1) results:

Kh

n∑

i=0

xi ~Gi · ~e =
n∑

i=0

xiKi
~Gi · ~e (302)

or

Kh =

∑n
i=0 xiKi

~Gi · ~e∑n
i=0 xi

~Gi · ~e
=
x0K0 +

∑n
i=1 fixiKi

x0 +
∑n
i=1 fixi

(303)

fi =
~Gi · ~e
~G0 · ~e

(304)

The valuefi depends on the ratioKi/K0 and on the size and form of the granules as well

as on their relative positions within the volume.

Under the restrictions, that granules have ellipsoidal shape and, that they are so far apart that

they do not interact, a mathematical expression can be givento calculate the valuesfi. For

a granule with principal axesa1, a2, a3 the following equations for a temperature gradient

in direction of the axisaj (Burger, 1919) can be derived:

fij =
[
1 + (

Ki

K0
− 1)gj

]
−1

(305)

gj = 1
2 a1a2a3

∫
∞

0
[(a21 + u)(a22 + u)(a23 + u)]−

1

2 (a2j + u)−1du (306)

and we have

g1 + g2 + g3 = 1 (307)

If the ellipsoidal granulas are randomly oriented, then thefactorfi is given by the following

equation (Burger, 1919):

fi =
1
3

3∑

j=1

fij (308)
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For aspheroid with axes a1 = a2 = αa3 results from equation (306):

g1 = 1
2 α

2a33

∫
∞

0
[((αa3)

2 + u)−2(a23 + u)]−
1

2 du (309)

= 1
2 α

2
∫

∞

0
(α2 + v)−2(1 + v)−

1

2 dv

g2 = g1 (310)

g3 = 1 − g1 − g2 (311)

For a oblate spheroid(α < 1):

g1 =
1
2

α2

(1− α2)

[ 1

α2
+

1

2(1 − α2)
1

2

log(
1− (1− α2)

1

2

1 + (1 + α2)
1

2

)
]

(312)

For a spherical granula(α = 1):

g1 =
1
3 (313)

and for a prolate spheroid(α > 1):

g1 =
1
2

α2

(1− α2)

[ π

2(α2 − 1)
1

2

− 1

α2
− 1

(α2 − 1)
1

2

arctan(
1

(α2 − 1)
1

2

)
]

(314)

For all three cases:

g2 = g1 and g3 = 1− 2 g1 (315)

For elongated cylinders with elliptical cross section, i.e. with axesa1 = m a2, m > 0

and a3 = ∞ holds:

g1 =
1

m+ 1
, g2 =

m

m+ 1
, g3 = 0 (316)

For flat particles, with small thickness, i.e. lamellae with axesa2 = a3 = ∞ holds:

g1 = 1, g2 = g3 = 0 (317)

2.2.2.2 Thermal Conductivity of Soils In the following the model presented to estimate

the thermal conductivity in mixtures of granular materialsshall be applied to soils. For this

purpose it is assumed that soil can be considered to consist of granular material of quartz,

minerals, organic matter, water, air and ice. For solid soilparticles of quartz and mineral

material the model of spheroidal grains is often applied usingα-values out of3, 5 ≤ α ≤ 4

(de Vries, 1963; Hansen et al., 1990). Organic material corresponds to shapes of cylinders

with elliptic cross section, i.e. tom = 3 in equation (316). In the following the application
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of the de Vries model is described using the example of the model DAISY (Hansen et al.,

1990) :

In moist soils water can be considered as continuous medium in which solid particles and

air bubbles are dispersed. This often holds for the range from water saturation down to a

volumetric water content, which corresponds to a matric potential that lies half way between

field capacity (pF 2.53) and wilting point (pF 4.18). In dry soil, air is seen as a continuous

medium. This is assumed to hold for the application of the model from air dry soil up to

soil moisture at the wilting point (pF 4.2). In the range ’between soil water content half

way between wilting point and field capacity, the thermal conductivity of the soil is found

by interpolation’ (Hansen et al., 1990).

If water is the continuous medium: In case of near water saturated soil it is assumed,

that air-filled parts of the pore-space form nearly spherical air bubbles, i.e. thatα = 1 and

g1 = g2 = g3 = 1
3 . If the soil gets drier, air-filled pore-space increases, and factorsfi

increase, i.e.g1 decreases. It is further assumed, that the shapes of air-filled space resemble

increasingly prolate spheroids up to a value ofα = 10 (i.e. g1 = 0.07) at wilting point. By

linear interpolation we obtain:

1st Case: 1
2(θfc + θwp) ≤ θ ≤ θsat : g1 = 1

3 − (13 − 0.07)
θsat − θ

θsat − θwp
g2 = g1 (318)

g3 = 1− g1 − g2

If air is the continuous medium: For dry soil it is assumed, that air forms a continuous

medium and the existing water surrounds the solid soil particles by water films, in a way

that the water menisci build flat water rings at the contact areas, which form bridges for the

heat flow. This will be presented by flat particles of small thickness, i.e. extended lamellae

leading to:

2nd Case: 0 ≤ θ ≤ θwp : g1 = 1

g2 = 0 (319)

g3 = 0

Otherwise: If either soil water nor soil air build the dominant continuous medium, the ther-

mal conductivities obtained from the two previous cases will be interpolated after equations

(304), (306), and (309), i.e. usingθfcwp =
1
2(θfc + θwp) we get:

3rd Case: θwp ≤ θ ≤ 1
2 (θfc + θwp) = θfcwp :

Kh(θ) = Kh(θfcwp)
θ − θwp

θfcwp − θwp
+ Kh(θwp)

[
1− θ − θwp

θfcwp − θwp

]
(320)
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If the soil is frozen: If the total soil water content, i.e. the volumetric contentof liquid

water together with the volumetric ice content is smaller than the volumetric water content

at wilting point of unfrozen soil, then the thermal conductivity of unfrozen soil is also used

for frozen soil. For higher total water contents the thermalconductivity of liquid water is

substituted by the thermal conductivity of ice. Hereby it isassumed, that at soil frost ice

replaces the heat bridges between the solid soil particles that in case of unfrozen soil are

formed by liquid water.

Table 4: Thermal Parameters of Soil Materials after de Vries(1963)

ρ c K

Soil Constituent kg m−3 J kg−1 ◦C−1 J m−1 s−1 ◦C−1

Quartz 2660 750 8.8

Clay-Minerals 2650 750 2.9

Organic Matter 1300 1920 0.25

Water 1000 4192 0.57

Ice 920 2050 2.2

Air 1.25 1005 0.025

ρ density[kg m−3], c specific heat capacity[J kg−1 ◦C−1], and

K heat conductivity[J m−1 s−1 ◦C−1] of different soil materials, water

and air at 10◦C (de Vries, 1963)
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2.2.3 Soil Heat Transfer: Approach of the Model DAISY

Starting point for simulations of soil heat transfer by the DAISY model (Hansen et al., 1990)

is equation (289), but in a reduced form as vapor flow is not considered:

Ch
∂T

∂t
− Lfρi

∂θi
∂t

=
∂

∂z
(Kh

∂T

∂z
) − ρwcw qw

∂T

∂z
(321)

This equation is further simplified by omitting the second term of the left hand side in case

no soil frost is considered. In case of a freezing soil the equation (321) is further transformed

similar to the transformation presented in 2.2.1.6. For theDAISY model this is achieved

using a discrete form of the Clausius-Clapeyron equation (Miller, 1980):

T − Tf
Tf

=
1

Lf

(ψm + ψs
ρw

− pice
ρice

)
, (322)

T soil temperature [◦C] Tf = 273,15◦C ψm matric potential[Pa]

ψs osmotic potential[Pa] pice ice gauge[Pa] ρw density of water[kg m−3]

ρice density of ice[kg m−3] Lf latent heat of melting[J kg−1]

In case of soil freezing or thawing the equation describes the relation between the soil matric

potential, here expressed in units of energy per volume[Pa], and the soil temperature.

See also (Kurylyk and Watanabe, 2013) and (Dall’Amico, 2010) for different forms of the

Clausius-Clapeyron equation that have been employed by various model developers.

By neglecting all other effects except the change in matric potentialψm we get from (322):

∂T

∂t
=

Tf
ρw Lf

∂ψm
∂t

=
Tf

ρw Lf

∂ψm
∂θliq

∂θliq
∂t

=
Tf

ρw Lf
C(θliq)

−1 ∂θliq
∂t

(323)

θliq vol. liquid water content[1] C(·) differential water capacity[Pa−1]

By using the relationρw θ = ρw θliq+ρice θice and by differentiation versus timet we have

∂θliq
∂t

=
∂θ

∂t
− ρice

ρw

∂θice
∂t

(324)

θ total vol. water content[1] θliq vol. liquid water content[1] θice vol. ice content[1]

and further inserting equation (324) into equation (323) yields:

∂θice
∂t

=
ρw
ρice

[
−ρw Lf

Tf
C(θliq)

∂T

∂t
+
∂θ

∂t

]
(325)

Assuming a zero water sinkSw = 0 under soil freezing conditions, the continuity equation

(94) of the water fluxqw [m s−1] is inserted to get the change rate of the volumetric soil ice

content (soil freezing and/or thawing rate):

∂θice
∂t

=
ρw
ρice

[
−ρw Lf

Tf
C(θliq)

∂T

∂t
− ∂qw

∂z

]
(326)

The ice forming rate is used by the DAISY water flow model undersoil freezing conditions

to calculate the change of the liquid water content (see section 1.7.1). This is based as for

the models SHAW and SOILN on a specific form of the Clausius-Clapeyron equation.
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2.2.3.1 Heat Transfer at Soil Frost By inserting equation (326) into the transport equa-

tion (321) and further transformation leads to the following heat transport equation, which is

finally numerically solved by the DAISY model in case of simulating a freezing or thawing

soil:

[
Ch +

ρ2wL
2
f

Tf
C(θliq)

]∂T
∂t

=
∂

∂z
(Kh

∂T

∂z
) − ρwcw qw

∂T

∂z
− ρwLf

∂qw
∂z

(327)

To complete the transport equation yet the initial and boundary condition have to be given:

2.2.3.2 Initial Condition To start the heat transfer simulation the initial vertical distri-

bution of the soil temperature within the whole considered soil profile have to be given as

input:

T (t, z) = T0(z) for t = t0, (328)

whereT0 [◦C] is a given function of the soil depthz, which represents the vertical soil

temperature distribution at timet0 [d].

2.2.3.3 Upper Boundary Condition The upper boundary condition is assumed to be

given by the soil temperature at the soil surface (Dirichletboundary condition) , where

the soil surface temperatures (at zero soil depth) are approximately set equal to the air

temperatureTa [◦C]:

T (t, 0) = Ta at the soil surfacez = 0 (329)

For the air temperatureTa it is assumed, that it undergoes a diurnal cycle and reaches its

maximum value at 3:00 in the afternoon, when the average daily air temperature is above

that of the previous night. If the average daytime temperature is below that of the previous

night, it is assumed that the minimum temperature is at 9:00 in the morning.

In case of a wet snow cover, i.e. if the snow also contains liquid water, the surface temper-

atureTsur is set to zero. In dry snow if the snow contains not much liquidwater, the soil

surface temperature is calculated assuming a steady state heat flow through the snow layer

and the top soil:

−Kh,sno
Tsur − Ta
∆zsno

= −Kh,1
T1 − Tsur

∆z1
(330)
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or resolved afterTsur:

Tsur =
(Kh,1/∆z1)T1 + (Ksno/zsno)Ta

(Kh,1/∆z1) + (Ksno/zsno)
(331)

Ksno thermal conductivity of snow[J m−1 d−1 ◦C−1] ∆zsno height of snow cover[m]

Tsur soil surface temperature [◦C] Ta air temperature [◦C]

Kh,1 thermal conductivity of the top soil[J m−1 d−1 ◦C−1] ∆z1 depth of the top soil[m]

T1 temperature of the topsoil [◦C]

For this purpose the thermal conductivity of the snowKsno [J m
−1 d−1 ◦C−1] is determined

by the following approximate formula:

Ksno = sK ρ2sno ϕc (332)

sK = 2, 86 10−6 J m5 s−1 ◦C−1 kg−2 ρsno snow density[kg m−3] ϕc = 8, 64 104s d−1

2.2.3.4 Lower Boundary Condition If also at the bottom boundary of the soil profile

a Dirichlet condition is to be applied , then a simple estimation of the temperature at the

lower end of the considered soil profile is possible. Neglecting frost, thaw and convective

heat transfer and assuming constant heat capacityCh and thermal conductivityKh of the

soil, the heat transport equation reduces to::

∂T

∂t
=
Kh

Ch

∂2 T

∂z2
(333)

This equation can be solved analytically, i.e. a closed formmathematical expression can be

given, which solves the partial differential equation, if the following boundary conditions

are prescribed:

T (t, 0) = Tym + TA cos(ω(t− t0)) at the soil surfacez = 0 (334)

T (t,∞) = Tym at the lower boundary of a very deep soil profilez = ∞ (335)

The analytical solutionτ of soil heat temperature [◦C] is then given by:

τ(t, z) = Tym + TA exp(−z/d) cos(ω(t− t0)− z/d) with d =

√
2Kh

Chω
(336)

Tym annual average of air temperature[◦C] t day in the year[d]

TA amplitude of the annual variation of air temperature [◦C] ω = 2π/365 [d−1]

Kh mean thermal conductivity of the soil profile[J m−1 d−1 ◦C−1] t0 day in the year[d], when

Ch mean heat capacity of the soil profile[J kg−1 ◦C−1] T (t, 0) = Tym + TA

ℓ depth of the soil profile[mm]
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By this simple estimation of the soil temperature alower boundary condition can be ob-

tained by evaluating the analytical solution for the bottomdepth of the soil profile, i.e. the

following Dirichlet condition can now be prescribed:

T (t, ℓ) = τ(t, ℓ) at the lower edge of the soil profilez = ℓ (337)

2.2.3.5 Numerical Solution of the Heat Transport Equation According to (Hansen

et al., 1990) the heat transport equation (327) used within the DAISY model is solved by

applying a fully implicit finite difference scheme (s. e.g. Schwarz (1986), section 10.2.2)

with the following discretization (i, 1 ≤ i ≤ n for the space steps, andj, 1 ≤ j ≤ m for

the time steps):

A
j+ 1

2

i

T j+1
i − T ji
∆tj+1

= (Kh)
j+ 1

2

i

1

2 ∆z2
(T j+1
i+1 − 2 T j+1

i + T j+1
i−1 + T ji+1 − 2 T ji + T ji−1)

+
[
(
∂Kh

∂z
)
j+ 1

2

i − ρwcw(qw)
j+ 1

2

i

] (T j+1
i+1 − T j+1

i−1 )− (T ji+1 − T ji−1)

4 ∆z

− B
j+ 1

2

i (338)

where the superscriptj + 1
2 refers to values centered in time and the coefficients to:

A
j+ 1

2

i = 1
2 [(Ch)

j
i + (Ch)

j+1
i ] +

ρ2wL
2
f

T0
C(θliq)

j+ 1

2

i (339)

(Kh)
j+ 1

2

i = 1
2 [(Ch)

j
i + (Ch)

j+1
i ] (340)

(
∂Kh

∂z
)
j+ 1

2

i = 1
2

[ (Kh)
j+1
i+1 − (Kh)

j+1
i−1

∆z
− (Kh)

j
i+1 − (Kh)

j
i−1

∆z

]
(341)

(qw)
j+ 1

2

i = 1
2 [(qw)

j
i + (qw)

j+1
i ], (qw)

j+ 1

2

i+ 1

2

= 1
2 [(qw)

j+ 1

2

i+1 + (qw)
j+ 1

2

i ] (342)

B
j+ 1

2

i = ρwLf

(qw)
j+ 1

2

i+ 1

2

− (qw)
j+ 1

2

i− 1

2

∆z

The transformation and integration of the boundary conditions provides a tridiagonal system

of equations, which is solved directly by the elimination method of Gauss (cf. 1.4.4.5).

All in all, this results in a numerical solution procedure, that allows to calculate the one-

dimensional vertical temperature distribution within thesoil. If no soil frost occurs, neither

freezing nor thawing must be taken into account and it is thensufficient to solve the equation

system for which the value of the latent heat of meltingLf equals zero.
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2.2.4 Soil Heat Transfer: Approach of the Model SHAW

The ecosystem model SHAW (Flerchinger and Saxton, 1989) describes vertical soil heat

transfer by the following general heat transport equation,which considers the impacts of

soil frost and evaporation on the vol. heat contentH [J m−3] of the soil:

∂H

∂t
− ρiceLf

∂θice
∂t

+ Lv(
∂ρv
∂t

+
∂qv
∂z

) =
∂

∂z
(Kh

∂T

∂z
)− ρwcw

∂(qwT )

∂z
+ Sh (343)

In the following the change of soil heat capacity is neglected, hence the change of soil heat

will be given by:
∂H

∂t
=
∂H

∂T

∂T

∂t
= Ch

∂T

∂t
(344)

2.2.4.1 Heat Transport Equation By inserting (344) into (343) results the one-

dimensional soil heat transport equation, which is used by the model SHAW to simulate

the dynamics of the vertical soil temperature distribution:

Ch
∂T

∂t
− ρiceLf

∂θice
∂t

+ Lv(
∂ρv
∂t

+
∂qv
∂z

) =
∂

∂z
(Kh

∂T

∂z
)− ρwcw

∂(qwT )

∂z
+ Sh (345)

Ch vol. soil heat capacity[J m−3 ◦C−1] T soil temperature [◦C]

ρice density of ice[kg m−3] θice vol. ice content[1]

Lf latent heat of phase change from solid qv water vapor flux[kg m−2 d−1]

to liquid water (lat. heat of melting)[J kg−1] ρv density of water vapor[kg m−3]

Lv latent heat of phase change from liquid qw vol. water flux[m d−1]

to water vapor (lat. heat of vaporizaton)[J kg−1] ρw density of water[kg m−3]

Kh heat conductivity of the soil[J m−1 d−1 ◦C−1] cw specific heat capacity of water

Sh soil heat sink or source[J m−3 d−1] ≈ 4200, 0 J kg−1 ◦C−1

By inserting the heat conservation equation of soil water vapor flow (neglecting evaporation

within the soil volume)

Lv
∂ρv
∂t

= − cv
∂(qv T )

∂z
(346)

qv soil water vapor flux[kg m−2 d−1] cv specific heat capacity water vapor

(described as mass rate) ≈ 1860, 0 J kg−1 ◦C−1

results the following form of the heat transport equation , which is finally solved by numer-

ical methods:

Ch
∂T

∂t
−ρiceLf

∂θice
∂t

+Lv
∂qv
∂z

=
∂

∂z
(Kh

∂T

∂z
)−ρwcw

∂(qwT )

∂z
+cv

∂(qvT )

∂z
+Sh (347)
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2.2.4.2 Water Vapor Flux The water vapor flux in soil, which plays an important role

in soil heat transfer, can be expressed as flux driven by a gradient in soil air humidity and a

gradient of soil temperatures, cf. Campbell (1985), equation (9.9):

qv = −Dv ρ
′

v

∂hr
∂z

− fη Dv hr
∂ρ′v
∂T

∂T

∂z
(348)

qv water vapor flux[kg m−2 d−1] Dv effective diffusion coefficient of

ρ′v saturated water vapor density[kg m−3] soil water vapor[m2 d−1]

at soil temperature T hr relative soil air humidity[1]

T soil temperature [◦C] fη correction factor [1]

The effective diffusion coefficient of water vapor in soilDv [m2 d−1] is given by the dif-

fusion coefficient of water vapor in airDv,o = 2, 12 10−5 m2 s−1 and a tortuosity factor

fD,v = 0, 66 φair [1] (Campbell, 1985), wherφair [1] denotes the vol. fraction of the air-

filled pore space, andϕc = 8, 64 104 s d−1 the conversion factor from days[d] to seconds

[s]:

Dv = Dv,o fD,v ϕc (349)

The saturated water vapor densityρ′v [kg m
−3] at soil temperatureT and the slope∂ρ′v/∂T

[kg m−3 ◦C−1] and the correction factorfη [1] according to Cass et al. (1984) are calculated

by empirical equations:

ρ′v = ψT (TK)Mw/(R TK) (350)

with ψT (TK) = exp[52, 6 − 6790, 5/TK − 5, 03 log(TK)] in kPa

∂ρ′v
∂T

= 1, 65 10−5 + 4944, 4 ρ′v T
−2
K (351)

fη = A + B(θ/θsat) − (A−D) exp[−(Cθ/θsat)
E ] (352)

TK soil temperature in Kelvin [K] A = 9,5 B = 3,0

Mw molecular weight of water = 0,018kg mol−1 C = θsat ( 1 + 2, 6 /
√
fclay )

R gas constant = 8,3143J mol−1 K−1 D = 1,0 E = 4,0

θ vol. water content[1] fclay clay fraction of the soil[1]

θsat saturated vol. water content[1]

The relative humidity of soil airhr [1] is determined from the matric potentialψm [Pa] and

the osmotic potentialψs [Pa] of the soil, see equation (268):

hr = exp[
Mw g

R TK

ψm + ψs
ρwg

] (353)

Mw molecular weight of water = 0,018kg mol−1 g acceleration of gravitation= 9, 81m s−2

R gas constant = 8,3143J mol−1 K−1 ρw density of water[kg m−3]

TK soil temperature in Kelvin[K]
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For the description water vapor flow and its coupling with thewater flow equation, i.e. the

Richards equation (94), the part of water flow, which occurs due to water vapor flux is

expressed as an additional sink term, such that the sink termSw [d−1] of equation (94) is

replaced bŷSw [d−1], which is defined by:

Ŝw =
1

ρw

∂qv
∂z

+ Sw (354)

qv water vapor flow[kg m−2 d−1] ρw density of water[kg dm−3]

z soil depth[mm]

2.2.4.3 Heat Conductivity of Soil The calculation of soil heat conductivity is achieved

following the approach of de Vries (1963). For this purpose for each of the soil compo-

nents ice, organic substance, sand, silt, clay the weighting factorsfi [1] are calculated after

equation (308), where it is assumed, that soil particles canbe represented by spheroids:

fi =
2
3

[
1 + (

Ki

K0
− 1)gi

]
−1

+ 1
3

[
1 + (

Ki

K0
− 1)(1 − 2gi)

]
−1

(355)

Ki heat conductivity[J m−1 d−1 ◦C−1] of the embedded fraction i

K0 heat conductivity[J m−1 d−1 ◦C−1] of the continuous fraction

gi form factor [1] of the embedded fraction i

Form factors are set for icegi = 0, 333 , for organic substancegi = 0, 5 , for sand and silt

gi = 0, 144 and for claygi = 0, 125 . The thermal conductivitiesKi resp.K0 are given

by table 4, where for sand the conductivity of quartz and for silt the conductivity of clay is

used.

1st Case:If θ ≥ θdlv, i.e. the vol. wwater contentθ [1] is greater or equal to the de Vries

critical valueθdvl [1] of water content, which is given by

θdvl = 0, 1 + 0, 2 fclay (ρs/ρm) − 0, 1 fsand (ρs/ρm) (356)

fclay grav. clay fraction of soil[1] fsand grav. sand fraction of soil[1]

ρs bulk density of soil[kg m−3] ρm density of the mineral

soil fraction[kg m−3]

then water is conceived as continuous medium and the heat conductivity of the enclosed

soil air is determined by the form factor of soil air

gi = gair = 0, 035 + (θ − θdvl)/(θsat − θdvl) (357)

θsat saturated vol. water content of the soil[1] θdvl de Vries critical value of water content
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using equation (355). By this factor and the form factors forthe other components embed-

ded into the soil water, and by their vol. soil fractions the thermal conductivity of the soil is

determined by equation (304).

2nd Case: If θ < θdlv, it is assumed, that soil air forms the continuous medium andthe

thermal soil conductivity is calculated as the mean betweenthe thermal conductivities at

water content near zero and the de Vries critical value.

2.2.4.4 Heat Capacity of the Soil For the calculation of the heat capacity of the soilCh

[J m−3 ◦C−1] the model SHAW recognizes besides the contribution by the heat capacity of

soil air also that due to the latent heat of evaporation:

Ch = (1− fCorg) ρs cm + fCorg ρs co + θliq ρw cw + θice ρice cice

+ φair ρair cair + φair Lv hr (
∂ρ′v
∂T

) (358)

fCorg gravimetric soil carbon fraction[1]

ρs bulk density of the soil[kg m−3]

cm specific heat capacity of the mineral soil components[J kg−1 ◦C−1]

co specific heat capacity of soil organic components[J kg−1 ◦C−1]

θliq vol. liquid water content[1]

ρw density of liquid water[kg m−3]

cw specific heat capacity of liquid water[J kg−1 ◦C−1]

θice vol. ice content[1]

ρice density of ice[kg m−3]

cice specific heat capacity of ice[J kg−1 ◦C−1]

φair vol. soil air content[1]

ρair density of soil air[kg m−3]

cair specific heat capacity of soil air[J kg−1 ◦C−1]

Lv latent heat of phase change between liquid water and water vapor

(latent heat of vaporization)[J kg−1]

hr relative humidity of soil air[1]

ρ′v saturated density of water vapor[kg m−3] at soil temperatureT

T soil temperature [◦C]

For this purpose the volumetric soil fractionφair [1], which represents the pore volume

filled with soil air and water vapor is estimated by the following equation:

φair = 1− (1− fCorg)(ρs/ρm)− fCorg(ρs/ρo)− θliq − θice (359)

ρm density of the mineral component of the soil[kg m−3]

ρo density of the organic component of the soil[kg m−3]
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2.2.4.5 Initial and Boundary Conditions for the heat transport equation as calculated

by the SHAW model can be specified by input data. Boundary conditions at the surface can

also be given by simulation of heat and vapor exchange with the atmosphere, possibly ad-

ditionally considering layers of straw or snow. At the lowerboundary an empirical relation

which includes a damping factor of soil temperature amplitudes can prescribe the bottom

soil temperatures (Flerchinger and Saxton, 1989). The version of the SHAW heat trans-

port model, which was implemented into EXPERT-N calculates the boundary conditions as

described for the model DAISY. In addition the upper boundary condition can also be cal-

culated following the approach compiled by Horton and Chung(1991), which is based on

the energy balance of the heat exchange between atmosphere and soil surface, see section

2.4 and also Evett (2000).

2.2.4.6 Numerical Solution of the Heat Transport Equation For the discretisation of

the transport equation a fully implicit finite difference scheme is applied and equation (347)

is transformed to the following approximative form, where (i, 1 ≤ i ≤ n denotes the space

steps andj, 1 ≤ j ≤ m the time steps):

Cjh,i
T ji − T j−1

i

∆tj
− ρice Lf

θjice,i − θj−1
ice,i

∆tj
+ Lv

qjv,i − qjv,i−1

∆zi
=

=
K̃j

i+ 1

2

(T ji+1 − T ji )− K̃j

i− 1

2

(T ji − T ji−1)

1
2(zi+1 − zi−1)

− ρw cw
qjw,i T

j
i+1 − (qjw,i + qw,i−1) T

j
i + qjw,i−1 T

j
i−1

1
2(zi+1 − zi−1)

+ cv
qjv,i T

j
i+1 − (qjv,i + qv,i−1) T

j
i + qjv,i−1 T

j
i−1

1
2(zi+1 − zi−1)

+ Sh,i (360)

with abbreviations

K̃j

i+ 1

2

=

√
Kj
i+1 K

j
i

∆zi
, ∆zi = zi − zi−1 und ∆tj = tj − tj−1 (361)

From this form results a non-linear tridiagonal system of equations, which is solved by use

of a Picard iteration (cf. section 1.4.4.6) and the elimination method of Gauss (cf. 1.4.4.5).
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2.2.5 Soil Heat Transfer: Approach of the Model SOILN

In the model SOILN (Jansson and Halldin, 1980; Jansson, 1999) soil heat transfer is simu-

lated based on the following general balance equation of heat fluxes:

∂H

∂t
− ρiceLf

∂θice
∂t

=
∂

∂z

(
Kh

∂T

∂z

)
− ρwcw

∂(qw T )

∂z
− Lv

∂qv
∂z

+ Sh (362)

H vol. heat content of the soil[J m−3] T soil temperature [◦C]

ρice density of ice[kg m−3] θice vol. ice content[1]

Lf latent heat of phase change between ice andqv water vapor flux[kg m−2 d−1]

liquid water (latent heat of melting)[J kg−1] Sh source or sink of soil heat[J m−3 d−1]

Lv latent heat of phase change of liquid water qw vol. water flux[m d−1]

to vapor (latent heat of vaporization)[J kg−1] ρw density of water[kg m−3]

Kh thermal conductivity of soil[J m−1 d−1 ◦C−1] cw heat capacity of water[J kg−1 ◦C−1]

This equation is not used by the model SOILN in the sense of a partial differential equa-

tion, but instead for each numerical soil layer the heat fluxes are calculated and balanced in

every time step, whereby the convective terms, in which water and vapor fluxes occur are

neglected. From the resulting soil heat content of each numerical soil layer its soil temper-

ature is calculated. This numerical method almost corresponds to a forward solution of the

transport equation (362) applying a method of lines approach (?).

Initial and boundary conditions are specified as described in the section about the model

DAISY .

2.2.5.1 Unfrozen Soil For an unfrozen soil the heat capacityCh [J m−3 ◦C−1] can be

obtained directly from equation (285) as the soil temperature Ti results for each numerical

layer 0 ≤ i ≤ n from the vol. heat contentHi of this layer and the defining relation

Hi = Ch,iTi of heat capacity.

In SOILN the thermal conductivity or heat conductivityKh [J m
−1 d−1 ◦C−1] of the min-

eral soil is directly determined by using the following approach according to Kersten (1949):

Kh = max{0, 05; a1 10a2ρs [a3 + a4 log10(θ/ρs)]} (363)

ρs soil bulk density[kg m−3] θ vol. soil water content[1]

a1 =0,1443 a2, a3, a4 empirical constants[1]

The thermal conductivity of a humus layer is estimated according to Campbell (1985), p.33:

Kh = h1 + h2 θ (364)

θ vol. water content of the humus layer[1] h1=0,06 h2=0,74
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2.2.5.2 Frozen Soil For the description of heat propagation in a frozen soil, it is as-

sumed, that the freezing point depression can be expressed by a simple functional relation-

ship and that the interface between iced and liquid water behaves in analogy to the interface

between liquid and vapor water, i.e. the unfrozen water below zero degree can also be set

in relation to a soil matric potential and to an unsaturated hydraulic conductivity.

It is further assumed, that at a soil temperatureTf below−5◦C the total soil water is frozen

with the exception of an small amount of residual liquid water. This residual water content

of unfrozen waterθlf [1] is estimated using a constantd1 [1] and the water content at wilting

point θwp, i.e. at a matric potential of pF 4.2:

θlf = d1 θwp (365)

At temperatures belowTf heat transport and temperature distribution are calculated analo-

gously to unfrozen soil. If, however the soil temperatureT is below0 ◦C and aboveTf , the

vol. heat capacity of the soilCh,f [J m−3 ◦C−1] is calculated according to equation (286):

Ch,f = ρmcm(1− φ) + ρwcwθlf + ρiceciceθice (366)

φ soil porosity[1] θlf vol. residual unfrozen water content[1]

θice vol. ice content[1] ρm density of the mineral soil compounds[kg m−3]

cm specific heat capacity of the mineral soil compounds[J kg−1 ◦C−1]

ρw density of liquid water[kg m−3] cw specific heat capacity of liquid water[J kg−1 ◦C−1]

ρice density of ice[kg m−3] cice specific heat capacity of ice[J kg−1 ◦C−1]

where the related vol. ice contentθice results from the vol. total water contentθ:

θice =
ρw
ρice

(θ − θlf ) (367)

This results in the corresponding vol. soil heat contentHf [J m
−3] at soil temperatureTf :

Hf = Ch,fTf − ρiceLfθice (368)

and the following ratio of latent heat of ice to heat content of soil Hf :

fl =
ρiceLfθice

Hf
(369)

The freezing point depression can then be expressed by the ratio of heat contentH at soil

temperatureT with 0 ◦C> T > Tf and the heat contentHf at soil temperatureTf :

fr =
(
1− H

Hf

)d2λ+d3
min

(
1;

Hf −H

Hf + ρiceLfθice

)
(370)

λ Brooks and Corey exponent [1], s. eq. (109) d2, d3 empirical constants[1]
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The vol. content of sensible heatHs [J m
−3] is given by

Hs = H (1 + fl) (1− fr) (371)

from which finally the soil temperature is obtained as a function of sensible heat content:

T =
Hs

Ch,f
(372)

The calculation of the thermal conductivityKh,f [J m−1 d−1 ◦C−1] of a fully frozen soil

follows the approach of Kersten (1949):

Kh,f = b1 10
b2ρs + b3 10

b4ρs(θ/ρs) (373)

ρs soil bulk density[kg m−3] θ vol. soil water content[1]

b1, b2, b3, b4 empirical constants[1]

At soil temperatures between0 ◦C and Tf a weighted thermal conductivityKh,g

[J m−1 d−1 ◦C−1] is calculated:

Kh,g = fq Kh,f + (1− fq)Kh (374)

wherefq [1] denotes the thermal quality, i.e. the mass ratio of frozen to liquid water:

fq = min(1;− H −Hs

ρiceθiceLf
) (375)

For the fully frozen humus layer the additional impact of frozen water on the thermal con-

ductivity is reckognized by:

Kh,f = [1 + 2 fq (θ/100)
2]Kh (376)

2.2.5.3 Water Vapor Flux The water vapor flux between two adjacent numerical soil

layers is calculated by considering the water vapor gradient and the effective diffusion co-

efficient of water vapor. The effective coefficient of diffusion is composed by the diffusion

coefficient of water vapor in free airDv.o [m
2 s−1] and the tortuosity factorfD,v [1], which

expresses the deviation from free diffusion caused by the narrow pore spaces. Hence the

water vapor flowqv [kg m−2 d−1] is given by:

qv = −φair fD,v Dv.oϕc
∂cv
∂z

(377)

whereϕc denotes the conversion factor8, 64 104 s d−1.
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The diffusion coefficientDv.o [m
2 s−1] is expressed as function of soil temperatureT [◦C]:

Dv,o =
(T + 273, 16

273, 16

)1,75
(378)

The water vapor concentrationcv [kg m−3] is determined by the soil temperatureT [◦C]

and the vapor pressureev [Pa] within the soil:

cv =
Mw ev

R (T + 273, 16)
(379)

Mw molecular weight of water= 0, 018 kg mol−1 R gas constant= 8, 3143 J mol−1 K−1,

where the water vapor pressure itself depends on the soil matric potentialh [m] and the soil

temperatureT [◦C], see also eq. (351):

ev = es exp
[ −h Mw g

R (T + 273, 16)

]
(380)

es saturated water vapor pressure[Pa] g acceleration of gravity= 9, 81m s−2

The coupling of the equation of water vapor flow to the water flow equation is achieved

in a way similar to the model SHAW by extending the appropriate sink terms, see again

equation (354) which extends the sink term of the Richards equation.
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2.2.6 Soil Heat Transfer: Approach of the Model LEACHN

The simulation of heat transfer and soil temperatures, as itis achieved by the model

LEACHN, follows the approach of Tillotson et al. (1980). Basis for the simulations is

the heat tranfer or heat transport equation

Ch
∂T

∂t
=

∂

∂z
[Kh

∂T

∂z
] (381)

T = T (t, z) soil temperature[◦C]

Kh thermal or heat conductivity of the soil[J m−1 d−1 ◦ C−1]

Ch volumetric Heat capacity of the soil[J kg−1 ◦C−1]

The volumetric heat capacity of the soilCh results from

Ch = ρs cs (1− φ) + ρw cw θ (382)

ρs density of solid soil[kg dm−3] θ vol. soil water content [1]

φ soil porosity [1] ρw density of water ( = 1,0kg dm−3)

cs specific heat capacity of solid soil (=0,84kJ kg−1 ◦C−1 )

cw specific heat capacity of water ( = 4,2kJ kg−1 ◦C−1 )

The equation of heat transfer is numerically solved almost in the same way as the solute

transport-equation (see 3.1.1). The upper boundary condition is given by interpolating the

average weakly air temperature and the average weakly temperature amplitude. The tem-

perature at the soil surface increases linearly from a dailyminimum temperature at 6 o’clock

to a daily maximum at 14:24 o’clock (60% of the day, and the decreases linearly until 21:00

o’clock, to a temperature, which is 30% of the actual temperature range above the mini-

mal daily temperatureT = 0, 3 (Tmax − Tmin) + Tmin. The minimal temperature is then

reached by further linear temperature decrease until 6:00 o’clock of the next day. The lower

boundary condition is determined by prescribing the temperature of a heat reservoir. To this

end it is assumed (only for the heat transport), that the lowest soil layer has a thickness 2 m

and there occurs no heat flux across the lower boundary at thisdepth. This leads to a high

heat capacity for the lowest numerical soil layer and a more distinct temperature lag at the

lower boundary.
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2.3 Soil Temperature Simulation: Approach of the Model CERES

The procedure to simulate soil temperatures used by the model CERES is adapted from the

approach applied by the EPIC-model (Williams et al. 1984). The calculation of the soil

temperature at the soil surfaceTs is performed by

Ts = (1, 0 − αs)[0, 5(Tmin + Tmax) + 0, 5(Tmax − Tmin)
√
0, 03 Rg] + αsTg (383)

αs soil albedo [1]

Tmin minimal daily air temperature[◦C]

Tmax maximal daily air temperature[◦C]

Rg global daily radiation[MJ m−2 d−1]

Tg moving average of soil surface temperature[◦C] of the last 5 days

To simulate the soil temperature at different soil depths, the soil depthzT is calculated, at

which soil temperature is almost not affected by the daily fluctuation of air temperature.

This soil depth, which is is known as the damping depth of soiltemperature , results from

zT = aT exp{bT [(1, 0 − cT )/(1, 0 + cT )]
2} (384)

aT = 1000, 0 + 2500, 0 ρm/[ρm + 686, 0 exp(−5, 63 ρm)]

bT = ln(500, 0/aT )

cT = [
∑

i(θi − θpwp,i) di]/(ζ
∑

i di)

ζ = 0, 356− 0, 144 ρm

θi actual vol. water content of the i-th soil layer

θpwp,i vol. water content at permanent wilting point of the i-th soil layer

ρm average bulk density[kg dm−3] of the total soil profile

di thickness of the i-th soil layer[mm]

The daily average soil temperature of the i-th soil layerTi [
◦C] is finally estimated as fol-

lows:

Ti = Tym + [0, 5 TA cos(τ + zT /Di) + (Tym +0, 5 TA cos(τ)− Tg)] exp(zT /Di) (385)

Tym yearly average of air temperature[◦C]

TA yearly temperature amplitude[◦C] of the monthly air temperature averages of the site

τ = (tday − 200)2π/365 gives a relation between the actual day of the yeartday

and the hottest day of the year, which occurs at the northern hemisphere around the

20th of July(=200th day of the year)

Di =
∑i

j dj [mm] depth of the lower boundary of the i-th soil layer
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2.4 Energy Balance at the Soil Surface

From the energy balance at the soil surface we can calculate the energy partitioning at the

soil surface and hence the soil surface temperature, which then gives the upper boundary

condition (of Dirichlet type) for the soil heat transport equation.

At the soil surface three major mechanisms, radiation, convection, and conduction are si-

multaneously responsible for the heat transfer into the soil. Radiative heat transfer includes

incoming direct and diffusive short wave solar radiationRs [MJ m−2 d−1], longwave sky

radiationRl [MJ m−2 d−1] to the soil surface, and longwave radiation outward from the

soil surfaceRh [MJ m−2 d−1]. Further heat fluxes that have to be to be considered are

the soil heat flux from the soil surface into the soil (positive downward)G [MJ m−2 d−1],

and the fluxes of latent heatLE [MJ m−2 d−1] by soil evaporation (positive upward) and

of sensible heat (positive upward)Hs [MJ m−2 d−1] (Horton and Chung, 1991; Sonntag

et al., 1995; Bachmann, 1998; Evett, 2000).

The exchange of energy at the soil surface is then described by the following energy balance

equation:

Rn − Hs − LE − G = 0 (386)

whereRn [MJ m−2 d−1] denotes the net-radiation absorbed by the soil at the soil surface.

Net-Radiation The net-radiationRn [MJ m−2 d−1] itself results then from:

Rn = Rns +Rnl
= (1− αs) Rg + (Rl − Rh) (387)

The shortwave net-radiationRns [MJ m−2 d−1] is determined by the daily incoming global

radiationRg [MJ m−2 d−1] and the albedo of the soilαs [1], see also equation (17) and

(40). The longwave net radiationRnl
[MJ m−2 d−1] results from the difference between

absorbed longwave radiation from the atmosphereRl [MJ m−2 d−1] and longwave radia-

tionRh [MJ m−2 d−1] outward from the soil surface.

In the case of vegetation, the global radiationRg, which hits the soil is estimated from the

global radiation measured above the vegetation coverR̃g [MJ m−2 d−1] using an expo-

nential term, which considers the extinction of the global radiation by the leaf layers:

Rg = R̃g exp(−fext fLAI) (388)

fext = 0,49 extinction coefficient[1] fLAI leaf area index [1]

From the amount of global radiation which hits the soil surfaceRg we can estimate the

absorbed shortwave radiation by use of the soil albedoαs [1], see equation (17). To this end

the soil albedo is calculated following van Bavel and Hillel(1976) in depndenc of the vol.
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soil water contentθ [1] at the soil surface:

αs =





0, 25 for θ ≤ 0, 10

0, 35 − θ for 0, 10 < θ ≤ 0, 25

0, 10 for 0, 25 < θ

(389)

To estimate the rhe longwave sky irridiance, the atmosphereas a whole is approximatively

seen gray radiator with emissivityǫa [1] radiating at air temperatureTa. This longwave ra-

diation from the atmospherẽRl [MJ m−2 d−1] is then determined by the Stefan-Boltzmann

law:

R̃l = ǫa σ (Ta + 273, 16)4 (390)

ǫa emissivity of the atmosphere[1] σ Stefan-Boltzmann constant =4, 9 10−9MJ m−2d−1K−4

The part ofR̃l, which is then absorbed by the soil corresponds to the emission capacity of

the soil, since the soil can be regarded as almost a black bodyand the absorption properties

of a black body correspond precisely to the emission properties. In other words, it applies

to the absorbed long-wave radiation contentRl, if ǫs [1] denotes the soil emissivity:

Rl = ǫs R̃l = ǫs ǫa σ (Ta + 273, 16)4 (391)

The emissivity of the atmosphereǫa can be calculated from a modified formula of Brunt

(van Bavel and Hillel, 1976), and the emissivity of the soilǫs following Horton (1989):

ǫa = 0, 605 + 0, 048
√
ha es (392)

ǫs = 0, 9 + 0, 08 (θ/θsat) (393)

ha relative air humidity[1] es saturation pressure of the air[kPa], s. eq. (355)

θ vol. soil water content[1] θsat saturated vol. water content[1]

Finally, the longwave radiationRh, which the soil emits at the soil surface in dependence

of the soil surface temperatureTs is calculated per surface unit as follows:

Rh = ǫsσ(Ts + 273, 16)4 (394)

Latent heat of evaporation According to Horton et al. (1984) the exchange of latent heat

LE [MJ m−2 d−1] can be determined by:

LE = ρa ca
hs es − ea

γ ra
(395)

ρa density of air[kg m−3] ca specific heat capacity of the air[MJ kg−1 K−1]

hs rel. humidity of soil air[1] es saturation vapor pressure of the air[kPa]

ea vapor pressure of the air[kPa] γ psychrometric constant[kPa K−1]

ra aerodynamic resistance[d m−1]
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Additionally the aerodynamic resistancera [d m−1] can be calculated using equation (29)

and the psychrometric constantγ [kPa K−1] by equation (36):

γ =
Ma ca pa
Mw L∗

(396)

Ma molecular weight of air[g mol−1] Mw molecular weight of water vapor[g mol−1]

ca specific heat capacity of air[MJ kg−1 K−1] L∗ latent heat of vaporation[MJ kg−1]

pa atmospheric air pressure[kPa]

Assuming that the water vapor-air mixture behaves like an ideal gas and, since the partial

water vapor pressure is much lower than the air pressure, theideal gas law applies, i.e.

according to equation (37):

ρa =
Ma pa

R (Ta + 273, 16)
(397)

ρa density of air[kg m−3] Ma molecular weight of air[g mol−1]

pa atmospheric air pressure[kPa] R universal gas constant= 8, 314 J mol−1 K−1

Ta air temperature[◦C]

The corresponding relationship is obtained between the density of the air in the soil, the air

pressure prevailing in the soil and the soil temperature. From this and from the approxima-

tion for the vapor pressure of the airea = ha es(Ta) [kPa] results an equation for the latent

heat flowLE as a function of air and soil temperatureTa andTs and of relative humidity

of air and soil airha andhs:

LE = ρa ca
hs es(Ts)

γ ra
− ρa ca

ha es(Ta)

γ ra
(398)

=
L∗ Mw

ra R

( hs es(Ts)

Ts + 273, 16
− ha es(Ta)

Ta + 273, 16

)

The relative soil air humidityhs is determined from the soil matric potentialh [m] and the

soil temperatureTs [◦C] (Horton et al., 1984; Hanks and Ashcroft, 1980; Horton andChung,

1991):

hs = exp[
h

46, 97 (Ts + 273, 16)
] (399)

The volumetric latent heat of vaporationL [MJ m−3] of water (L = ρw L
∗, ρw density of

water[kg m−3]) is given by the parametrisation following Horton et al. (1984):

L = 2494, 63 − 2, 247 Ts (400)
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The saturated water vapor pressure of the aires [kPa] is calculated as function of the tem-

perature of airT [◦C] or soil air after Horton et al. (1984), cf. also equation (14) resp.(32):

es(T ) = 0, 611 exp(
17, 27 T

237, 3 + T
) (401)

Sensible Heat The flux of sensible heatHs [MJ m−2 d−1] can be calculated following

Horton et al. (1984); Horton and Chung (1991) from the difference between air temperature

Ta [
◦C] and soil temperatureTs [◦C] , if it is assumed, that the air densityρa [kg m−3] and

the specific heat capacity of the airca [MJ kg−1 ◦C−1] are constant and known and the

aerodynamic resistancera behaves the same during the transport of latent and sensibleheat

:

Hs = ρa ca
Ts − Ta
ra

(402)

Soil heat flux The soil heat fluxG [MJ m−2 d−1] at the soil surface can be understood

(similar to the calculation of the lower boundary conditionof soil heat transfer) simply as

being caused by pure heat conduction (Horton, 1989):

G = −Kh
∂T

∂z

∣∣∣∣∣
z=0

(403)

Kh thermal conductivity of the soil[MJ m−1 d−1 ◦C−1]
∂T
∂z

∣∣
z=0

temperature gradient at the soil surface[◦Cm−1]

and can then be estimated by an approximation of the equationdescribing the heat flux by

heat conduction (Horton and Chung, 1991):

G ≈ − Kh,1

(T2 − Ts
∆z

)
+ (Ts − T1) Ch,1 ∆z/(2∆t) (404)

Ts Temperature at the soil surface[◦C] ∆z vertical space step[m] ∆t time step[d]

Kh,1 thermal conductivity of the upper soil horizon[MJ m−1 d−1 ◦C−1]

T1 Temperature at the soil surface at previous time step[◦C]

T2 Temperature of the upper most soil layer at previous time step [◦C]

Ch,1 vol. heat capacity of the uppermost soil layer[MJ m−3 ◦C−1]

Resulting temperature at the soil surface By inserting equations (388) -(404) the energy

balance equation (387) results in a nonlinear equation for the soil surface temperatureTs.

This equation is solved using a bisection method to calculate zeros (Horton and Chung,

1991) and by this the temperatureTs. The surface temperature of the soil thus determined

can then be used as the upper boundary condition (Dirichlet condition) for the soil heat

transport equation.
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3 Soil Nitrogen: Transport and Transformation

3.1 Introduction

As a growth limiting factor nitrogen (N) plays an decisive role in agricultural plant pro-

duction, although compared to carbon (C), hydrogen (H) and oxygen (O) it is only a minor

constituent of living matter. Yet nitrogen is required in the composition of the bio-molecules

DNA and RNA that contain the genetic information. It is also vital in proteins providing

messengers, receptors, catalysts and structural components of cells and membranes. But

whereas the major elements C, H, and O can be captured by plants from huge natural reser-

voirs in form of carbon dioxide (CO2) and water H2O, the bimolecular N which makes up

79% of the atmosphere can not be used or synthesized by the majority of organisms. Ani-

mals and humans consume N by feeding on plant tissues where N has been fixed. But plants

can not fix the atmospheric N either, they take up N mostly in form of ammonia (NH+4 ) or

nitrates (NO−3 ) dissolved in soil water.

An important source for these plant available N-forms is theN-fixation, i.e. the transforma-

tion of bimolecular nitrogen (N2) into the chemically reactive compound ammonia (NH+
4 ).

Most natural N-fixation is done by certain bacteria that livein the soil or in the nodules on

the roots of leguminous plants (i.e. beans, peas, clover, acacia trees). Another natural source

is the N-mineralisation or ammonification, a process that results from the decomposition of

organic matter carried out by aerobic and anaerobic bacteria. Other bacteria transform the

ammonia (NH+4 ) further into nitrites (NO−2 ) and then into nitrates (NO−3 ), a process known

as nitrification.

Under oxygen-poor conditions nitrates (NO−

3 ) can be reduced by bacteria to gaseous nitrous

oxide (N2O) or bimolecular nitrogen (N2) and thus are transformed into forms of nitrogen

that cannot be taken up by plants. Another loss occurs duringinfiltration e.g. caused by

heavy rainfall, when nitrates are transported below the rooted soil zone into the groundwater,

i.e. beyond the reach of the plants. Because of these naturallosses the plant available N

often is not sufficient for optimal plant growth.

Traditional (and pre-industrial) farmers tried to replacenatural N losses and N withdrawal

due to their crop harvests by enriching their soils with organic matter of crop residues or of

animal and human wastes. They also cultivated leguminous crops to enrich the soils with

nitrogen taken up from the atmosphere by N-fixing bacteria. In some cases they ploughed

these crops completely into the soil without harvesting food from them (green manure). Yet

even this practice did not break the constraints of the nitrogen cycle.

Only the invention of the technical N fixation, i.e. the ammonia synthesis from nitrogen

(N2) and hydrogen (H2) by the Haber-Bosch process and its subsequent commercialisation

made N fertilizers available almost in an unlimited way and resulted in breaking through
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the natural nitrogen barrier of agricultural crop production (Smil, 1997). The application

of synthetic N fertilizers nowadays ensures the human survival in a number of land-scarce

countries with high population densities, but the massive input of reactive nitrogen into soils

by industrial farming also lead to environmental pollutionand problems ranging ’from local

health to global changes and extends from deep underground to high in the atmosphere’

(Smil, 1997).

The massive input of reactive N-compounds into agricultural soils most often leads to

(i) groundwater pollution by leaching of high amounts of nitrate,

(ii) eutrophication of nearby surface waters as ponds and lakes,

(iii) increased soil acidification and

(iv) high nitrous oxide (N2O) emissions into the atmosphere, where N2O contributes to the

depletion of the stratospheric ozone layer (a layer that screens out dangerous ultraviolet

light) and promotes green house warming in the troposphere (Fabian, 2002).

And whereas N-depositions that bring back N-compounds released to the atmosphere can

have beneficial fertilizing effects, higher doses may overload sensitive ecosystems as ob-

served in some forest systems (Nihlgard, 1985).

A promising way to reduce the worldwide growth in nitrogen use is in developing more

efficient methods to fertilize crops. A fertilisation, thatis directly oriented at the N-demand

of the crop and continuously adapted to the plant available mineral N in soils, helps to avoid

environmental pollution.

An important contribution to a more accurate estimation of the soil mineral N pool size

is by numerical simulation of the complete agro-ecosystem N-cycle that also considers lo-

cal soil variability and actual soil moisture conditions tooptimize the timing of fertilizer

applications (Booltink et al., 2001).
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3.2 N-Transport

3.2.1 Equations of Nitrogen Transport in Soils

Solute transport through the soil matrix is mainly determined by two transport processes,

by molecular diffusion due to a concentration gradient of the substance in soil solution or

in soil air and byconvectionof the substance as result of the flow of soil water, in which the

substance is solved or by the flow of air in which the substanceis present. The movement

of water around the solid phase of the porous soil matrix causes transport effects due to

dispersion, which is mathematically described similar to molecular diffusion. Therefore,

the effective dispersion is usually defined in a way that it includes molecular diffusion and

also takes into account time delays along and mixing rates between different flow paths

of the water. Since the geometry and the volume fraction of the water-filled pore space

can strongly change during water flow in unsaturated soil, the associated solute transport is

usually a very complex process. In particular at high water flow velocities, it is still only

poorly understood (Roth, 1996).

If the water flows slowly enough, it is often possible to describe solute transport with suffi-

cient accuracy, if it is assumed that the solute concentrations in different pore spaces within

a small soil volume do not differ significantly from each other and the dispersion coeffi-

cient can be described by a constant value for the dispersivity independent of water flow

(Roth, 1996). In this simple case, solute transport in the soil can be simulated by use of the

equations for water flow and mass transport.

In addition, we will describe the phase transitions of the substance between the dissolved

phase in soil water, the so-called liquid phase, and the phase bound to the soil matrix, the

so-called solid phase, and transitions between the liquid phase and the gaseous phase. In the

following this will be done under the simplifying assumption, that the phases, the dissolved

and the solid or the dissolved and the gaseous phase are in direct equilibrium with each

other.

Furthermore, thesources and sinks, which exist in the soil volume have to be considered

for the respective substance, in order to describe transformation, degradation, or root uptake

of the substance under consideration. Source and sink termscan also represent the coupling

between different solute transports, e.g. the exchange of nitrogen species due to nitrifica-

tion or nitrate ammonification during transport of ammoniumand nitrate. Especially for the

simulation of nitrate transport the process of N-mineralisation and the accompanying pro-

cesses of nitrification and denitrification are important. Since these processes are closely

linked to soil C-mineralisation and soil C-turnover, the description of N-transport depends

also on the description of soil C-transformations.
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3.2.1.1 Mass concentration and flux concentration For the mass∆MI [kg] of a sub-

stance I in a sufficiently small cube-shaped soil volume withthe edge length∆z [m] the

mass concentrationcI [kg m−3] is defined as follows

cI =
∆MI

∆z3
(405)

The ’sufficiently small’ property should ensure that the volume of the soil in terms of the dis-

tribution of the substance I is well mixed, i.e. that there are no significant mass differences

between different sites within this soil volume. Thereforethen a differential description of

mass concentration and hence of mass transport dynamics is possible.

Accordingly, the mass concentrationcI,w [kg m−3] in the liquid phase and the mass con-

centrationcI,a [kg m−3] in the gaseous phase are defined by:

cI,w =
∆MI,w

θ ∆z3
and cI,a =

∆MI,a

η ∆z3
, (406)

where∆MI,w [kg] denotes the mass of the substance I dissolved in soil water and ∆MI,a

[kg] the mass of the substance I within soil air.θ [1] is the vol. water content andη [1] the

vol. air content of the considered soil volume.

For the definition of the mass concentrationcI,s in the solid phase , the adsorbed mass

∆MI,s of substance I will be defined for pragmatic reasons in relation to the mass of the

solid phase of the soil volume, since the corresponding phase volume at the surface area of

the soil matrix usually is not well defined (Roth, 1996):

cI,s =
∆MI,s

ρs ∆z3
, (407)

whereρs [kg m−3] denotes the bulk density of the soil. Since the total mass∆MI of

substance I can be expressed as the sum of mass in soil air∆MI,a, of dissolved mass in soil

water∆MI,w and the mass adsorbed to the solid phase∆MI,s, the total concentrationcI is

expressed as the sum of the fractions of concentrations in the different soil phases:

cI = η cI,a + θ cI,w + ρs cI,s (408)

If the substance dissolved in the soil water is always in direct equilibrium with the substance

fraction adsorbed to the soil matrix, the adsorbed concentration cI,s [kg kg−1] of the sub-

stance I can be expressed by a function of the dissolved concentrationcI.w [kg m−3], which

is a linear function in the simplest case:

cI,s = KI,d cI,w (409)

This relationship is named the linear adsorption isotherm and the proportionality factorKI,d

[kg−1 m3] is called adsorption coefficient.
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In the same way, the concentration in the gaseous phase can beexpressed as a function of

the concentration in the liquid phase, if the concentrations in gaseous and liquid phase are

in direct equilibrium. In the linear case, the following applies analogously

cI,a = KI,H cI,w , (410)

where the proportionality factorKI,H is also called Henry constant .

In case of direct equilibrium between all three phases of thesubstance and linear relations

between the substance concentrations, also the total concentration of the substance can be

expressed as directly proportional to the substance concentration in the liquid phase:

cI = (η KI,H + θ + ρs KI,d) cI,w (411)

In addition to the mass concentration we also consider theflux concentration cfI,w of the

soil solution, which is the ratio of solute mass flux and soil water flux:

cfI,w =
qI,s
qw

, (412)

whereqw [m d−1] denotes the water flux andqI,s [kg m−2 d−1] the solute mass flux within

and with the soil water. Thesolute mass fluxqI,s [kg m−2 d−1] gives the mass flux of the

substance in soil solution, defined to be the mass of the substance I, which is transported

dissolved in soil water per unit of time through a unit of cross-sectional area perpendicular

to the direction of the water flux.

The flux concentration, which is obtained by averaging over acertain time step, is clearly

different from the mass concentration, which is obtained byspatial averaging of the sub-

stance mass over a certain volume (Kreft and Zuber, 1978). Experimentally mass concentra-

tions are often determined from soil samples, which are mainly taken by use of soil probes.

Typically the concentrations obtained in this way describevertical depth distributions of the

substance or other spatial substance distributions at a specific time. In contrast, flux concen-

trations are often measured at the outlet of soil columns or lysimeters and usually describe

breakthrough curves at certain depths of the soil profile (Roth, 1996).

In the following mass concentration will be only denoted concentration, while the designa-

tion flux concentration is maintained.

Substance source or sink terms, as they occur in the mass balance equations, will be

denoted bySc,I for the substance I. They may be composed from termsΦI , which are

obtained by single processes of substance turnover. Here wehave to distinguish between

amount of substance (e.g. often given in[kg ha−1]) and concentration of substance (e.g.

often given in[mg dm−3]).
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3.2.1.2 Law of mass conservation If mass fluxes within and with soil air are neglected,

the following mass conservation law orcontinuity equation of vertical one-dimensional

solute mass fluxqI,s [kg m−2 d−1] of the substance I is given by the following relation:

∂cI
∂t

= − ∂qI,s
∂z

+ Sc,I (413)

cI (mass-) concentration of substance I in the soil[kg m−3] t time [d]

Sc,I source or sink of substance I within the soil[kg m−3 d−1] z depth[m]

3.2.1.3 Solute flux law of convection-dispersion Solute flux within and with the soil

solution is composed by two fluxes, the flux by dispersion and the flux by convection.

The flux by dispersion describes the diffusion due to a concentration gradient within the soil

solution and additionally the hydro-mechanical dispersion due to spatially different water

flow paths within and through the pore space of the porous soilmatrix. In analogy to the

first of Fick’s laws thedispersive solute fluxcan be expressed by a linear flux law:

qdI,s = −DI,e
∂cI,w
∂z

(414)

qdI,s dispersive solute flux[kg m−2 d−1] DI,e effective dispersion coefficient[m2 d−1]

cI,w (mass-)concentration of the substance I in soil solution[kg m−3] z depth[m]

The effective dispersion coefficientDI,e [m
2 d−1] can be determined by the following rela-

tion (Bresler, 1973):

DI,e = θ fθ DI,o + λ
√
q2w , (415)

DI,o molecular diffusion coefficient of substance I in the soil solution [m2 d−1]

θ vol. water content[1] fθ tortuosity factor[1]

λ dispersivity[m] qw vol. water fluxm d−1

where we assume, that the dispersivityλ is independent of water flow and depends only on

soil depthz.

Theconvective solute fluxis described by the following equation:

qcI,s = qw cI,w (416)

qcI,s convective solute mass flux[kg m−2 d−1]

qw vol. water flux[m d−1]

cI,w (mass-)concentration of substance I in soil solution[kg m−3]
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and hence it results the form of thesolute mass flux law of convection-dispersion:

qI,s = qdI,s + qcI,s = −De
∂cI,w
∂z

+ qw cI,w (417)

qdI,s diffusive solute mass flux[kg m−2 d−1] qcI,s convective solute mass flux[kg m−2 d−1]

DI,e effective dispersion coefficient[m2 d−1] qw vol. water flux[m d−1]

cI,w (mass-)concentration of substance I in soil solution[kg m−3]

3.2.1.4 Transport Equation By insertion of the solute mass flux law (417) into the

continuity equation (413) we obtain the following convection-dispersion transport equation:

∂cI
∂t

=
∂

∂z

[
DI,e

∂cI,w
∂z

− qw cI,w

]
+ Sc,I (418)

cI total (mass-)concentration of substance I in soil[kg m−3]

cI,w (mass-)concentration of substance I in soil solution[kg m−3]

DI,e effective dispersion coefficient[m2 d−1]

qw vol. water flux[m d−1]

Sc,I source or sink of substance I in soilkg m−3

Under the assumption of equilibrium and linearity, which leads to the linear equation (411),

results the linear partial parabolic differential equation in the unknowncI,w, i.e. the linear

convection-dispersion equation (CDE: convection-dispersion equation).

By neglecting the fraction of substance in the gaseous phaseand considering the continuity

equation of soil water flow (100), the linear transport equation can be further transformed

and simplified, i.e. from equation

∂ [(θ + ρsKd) cI,w]

∂t
=

∂

∂z

[
DI,e

∂cI,w
∂z

− qw cI,w

]
+ Sc,I (419)

follows by differentiation:

∂θ

∂t
cI,w + (θ+ρsKd)

∂cI,w
∂t

=
∂

∂z

[
DI,e

∂cI,w
∂z

]
− ∂qw

∂z
cI,w − qw

∂cI,w
∂z

+ Sc,I (420)

and by insertion of the continuity equation of soil water flow(100):

(θ + ρsKd)
∂cI,w
∂t

=
∂

∂z

[
DI,e

∂cI,w
∂z

]
− qw

∂cI,w
∂z

+ Sc,I + Sw cI,w , (421)

whereSw [d−1] denotes the sink of soil water within the considered soil volume.
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3.2.2 Solute transport: Approach of the Model LEACHN

3.2.2.1 Transport equation Neglecting the air phase and assuming, that the phase of

the substance dissolved in soil water and the phase adsorbedto the soil matrix are always

in direct equilibrium and linearly related, the following one-dimensional solute transport

equation of the concentrationc = cI(t, z) in soil solution[mg dm−3] at timet [d] in soil

depthz [mm] of the substance I:

∂

∂t
[ (θ + ρsKd) c ] =

∂

∂z
[ θD(θ, qw)

∂c

∂z
− qw c ] + Sc,I (422)

θ = θ(t, z) volumetric soil water content[mm3 mm−3]

ρs = ρs(z) soil bulk density[kg dm−3]

D(θ, qw) = DI(θ, qw) dispersion coefficient[mm2 d−1] of substance I

qw = qw(t, z) vol. water flux[mm d−1]

Sc,I = ScI (t, z) sink term[mg dm−3 d−1] of substance I

Kd = Kd,I(z) adsorption coefficient[dm3 kg−1] of substance I

where the dispersion coefficientD(θ, qw) of substance I is given by the following relation-

ship :

θ D(θ, qw) = Do αD exp(βDθ) + λ
√
q2w (423)

Do = Do,I molecular diffusion coefficient of substance I in the liquidPhase[mm2 d−1]

αD, βD empirical constants[1] according to Bresler (1973)

λ dispersivity[mm], see also Bresler (1973)

3.2.2.2 Initial and Boundary conditions As initial condition at simulation start at time

t0 [s] a depth distribution of the concentrationc0 = c0(z) of substance I has to be given as

a function of depthz for the total considered soil profile:

cI(t, z) = c0(z) for t = t0 (424)

An upper boundary condition for the solute mass fluxqs [g m
−3 d−1] across the soil surface

is prescribed by:

qs =

{
qw cs for qw > 0 (infiltration)

0 for qw ≤ 0 (evaporation)
(425)

cs solute concentration in infiltration water[g m−3] qw water flux of infiltration[mm d−1]

As lower boundary condition at depthℓ a solute concentrationcℓ is prescribed:

cI(t, ℓ) = cℓ (426)

wherecℓ is given depending on water flow:cℓ = c0(ℓ) at free drainage, cℓ = 0 at no

drainage andcℓ = cg at saturated conditions in depthℓ in connection with groundwater, in

which the substance I occurs with solute concentrationcg.
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3.2.2.3 Numerical Solution The transport equation together with the corresponding ini-

tial and boundary conditions is numerically solved by a finite difference method . The re-

lated discretisation of the transport equation folllows Bresler (1973), neglecting terms of

second order (Tillotson et al., 1980). The difference expression of the first term of the left

hand side of equation (425) at spatial knot i for the time interval from j to j+1 results from:

(
∂(θc)

∂t
)
j+ 1

2

i =
θj+1
i cj+1

i − θji c
j
i

∆tj+1
(427)

θj+1

i volumetric water content of the i-th soil layer at time step j+1

θji volumetric water content of the i-th soil layer at time step j

cj+1

i substance concentration in soil solution of the i-th soil layer at time step j+1

cji substance concentration in soil solution of the i-th soil layer at time step j

∆tj+1 time step differencetj+1 − tj

accordingly results the second term from

(ρsKd
∂c

∂t
)
j+ 1

2

i = ρs,iKd,i
cj+1
i − cji
∆tj+1

(428)

ρs,i bulk density of the i-th soil layer

Kd,i Adsorption coefficient of the i-th soil layer

cj+1

i substance conzentration in soil solution of the i-th soil layer at time step j+1

cji substance concentration in soil solution of the i-th soil layer at time step j

∆tj+1 time step differencetj+1 − tj

The dispersion coefficientDj+1/2
i+1/2 of the i-th soil layer between the knots i and i+1 and of

the time interval between j and j+1 is discretised by the following expression:

θ
j+ 1

2

i+ 1

2

D
j+ 1

2

i+ 1

2

= λ

√
(q
j+ 1

2

i+ 1

2

)2 + DoαD exp(βDθ
j+ 1

2

i+ 1

2

) (429)

θ
j+ 1

2

i+ 1

2

= (θj+1
i+1 + θji+1 + θj+1

i + θji )/4

q
j+ 1

2

i+ 1

2

= −Kj

i+ 1

2

(hj+1
i+1 + hj+1

i + hji+1 + hji − 2∆z)/(2∆z)

Expression (429) is further corrected for numerical dispersion according to (Hutson und

Wagenet 1992).
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For the first term of the right hand side of equation (422) one gets

(
∂

∂z
[θD(θ, qw)

∂c

∂z
] )
j+ 1

2

i = (430)

1

2(∆z)2
[D

j+ 1

2

i+ 1

2

θ
j+ 1

2

i+ 1

2

(cj+1
i+1 − cj+1

i + cji+1− cji ) − D
j+ 1

2

i− 1

2

θ
j+ 1

2

i− 1

2

(cj+1
i − cj+1

i−1 + c
j
i + c

j
i−1) ]

The second term of the right hand side, the convection term isdiscretized depending on the

direction of the actual water flux between the (i-1)-, i-, and(i+1)-th soil layer:

∂

∂z
( qw c )

j+ 1

2

i = (431)

β1 q
j+ 1

2

i− 1

2

( cj+1
i−1 + cji−1 )/(2∆z)

− β2 q
j+ 1

2

i+ 1

2

( cj+1
i + cji )/(2∆z)

− β3 q
j+ 1

2

i+ 1

2

( cj+1
i+1 + cji+1 )/(2∆z)

+ β4 q
j+ 1

2

i− 1

2

( cj+1
i + cji )/(2∆z)

where

β1 = 1 and β4 = 0 if q
j+ 1

2

i− 1

2

> 0 ,

β1 = 0 and β4 = 1 if q
j+ 1

2

i− 1

2

< 0 ,

β2 = 1 and β3 = 0 if q
j+ 1

2

i+ 1

2

> 0 ,

β2 = 0 and β3 = 1 if q
j+ 1

2

i+ 1

2

< 0 .

qw vol. water flux[mm d−1]

c substance concentration in soil solution[g m−3]

βi coefficients of adaptation to water flow direction [1]

∆z thickness of soil layer[mm]

If one replaces in equation (422) the single terms by the corresponding difference expres-

sions and adds the sink term, a tridiagonal linear equation system results, which then is

solved by the elimination method of Gauss (cf. 1.4.4.5) again.

Three nitrogen species, urea(NH2)2CO, ammoniumNH+
4 , and nitrateNO−

3 , are consid-

ered by the model LEACHN to simulate their transport in and with the soil water.

For each of the three nitrogen species a transport equation in the form of equation (422) is

used and completed by corresponding sink termsSc,I (I = UR in case of urea,I = NH

incase of ammonium, andI = NO in case of nitrate). In case of N-transformation the three

resulting transport equations are then coupled by the sink terms.
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3.2.3 Nitrate transport: Approach of the model CERES-N

The model CERES-N only considers the transport of nitrate. In case of ammonium it is

assumed, that no transport occurs between soil layers. Nitrate transport or nitrate leaching

is modeled per time step depending on soil water flow. For the i-th soil layer the calculated

actual volumetric soil water content and the simulated percolating amount of waterQi per

time step between the i-th and (i+1)-th soil layer are used todetermine the nitrate leaching

from this soil layer:

N t
out,i = N t

NO,i

Qi
θidi +Qi

(432)

t actual time[d]

N t
out,i amount of nitrate-N[kg ha−1] leached from the i-th soil layer

N t
NO,i Nitrate amount in the i-th soil layer[kg ha−1]

Qi amount of water percolating from the i-th to the (i+1)-th soil layer [mm]

θti vol. water content[mm3 mm−3] of the i-th soil layer at time t

di layer thickness[mm] of the i-th soil layer

Each percolation event therefore leads to the transport of apart of the nitrate amount stored

in the respective soil layer. Following this simple capacity or cascade approach, the loss

of nitrate from this layer is then added to the nitrate amountof the underlying soil layer.

In case the nitrate-N concentration of a soil layer falls below 0,5 mgNO3-N/kg soil, no

further nitrate leaching from this layer is simulated.

For this approach it is assumed, that the total nitrate is homogeneously and completely

dissolved in the total soil water of the respective soil layer. It is not considered to partition

the nitrate to mobile and immobile water. Differences of transport behaviour between soils

of different textures , are considered as function of the relative size of volumetric water

content at field capacityθfc and water saturationθmax. Compared to a clay soil, in a sandy

soil nitrate is more strongly leached, since the ratio of thepotential percolating water amount

(θmax − θfc) di to the water amount stored at field capacityθfc di is considerably higher

than in case of heavy soils.
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3.2.4 Nitrous oxide transport: Approach of the Model EXPERT-N

The Model EXPERT-N can also be applied to simulate the one- dimensional vertical trans-

port of nitrous oxide (N2O) in the soil profile by a convection-dispersion equation. For this

purpose it is assumed, that there is a direct equilibrium between the N2O in soil air and

the N2O dissolved in the soil solution and that the N2O-concentration in the gas phase is

directly proportional to the N2O-concentration in the liquid phase:

∂

∂t
[(θsat− θ+ θ K−1

H ) cN2O] =
∂

∂z
[D(θ, qw)

∂cN2O

∂z
− qw K−1

H cN2O] + Sc,N2O (433)

Sc,N2O = knit,N2O + kden,N2O − kred,N2
(434)

θ volumetric water content[mm3 mm−3]

θsat saturated vol. water content[mm3 mm−3]

KH = KN2O,H Henry constant [1], the distribution coefficient or proportionality factor

between the N2O-concentrations in gaseous and liquid phase

D(θ, qw) diffusions-dispersion coefficient[mm2 d−1]

qw vol. water flux[mm d−1]

cN2O gaseous N2O-concentration[mg dm−3] in soil air

kNit,N2O N2O production rate during nitrification[mg dm−3 d−1]

kden,N2O N2O production rate during denitrification[mg dm−3 d−1]

kred,N2
reduction rate of N2O to N2 [mg dm

−3 d−1]

The diffusion-dispersion coefficientD(θ, qw) here is given by

D(θ, qw) = Dog
(θsat − θ)10/3

θ2sat
+ θ K−1

H [Dol βD exp(αDθ) + λ
√
q2w], (435)

where the first term denotes the effective gas diffusion coefficient, which presents the prod-

uct of the molecular diffusion coefficientDog [mm
2 d−1] of N2O in the gaseous phase and

the Millington-Quirk tortuosity factor (Jin and Jury, 1996).

The second factor of the second term is the diffusion-dispersion coefficient of N2O related

to the liquid phase. It is given by the sum of the effective diffusion coefficient in soil solution

and the hydro-mechanical dispersion coefficient. The effective diffusion coefficient is given

by the product of the diffusion coefficient of N2O in soil solutionDol [mm
2 d−1] and the

soil solution tortuosity factorβD exp(αDθ) [1] with fixed parametersαD andβD according

to Bresler (1973), see equation (423). The mechanical dispersion coefficient is calculated

from the dispersivityλ [mm] and the vol. water fluxqw [mm d−1] according to Bresler

(1973).
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The N2O-transport model is completed by the equations, which define the boundary con-

ditions. For the upper boundary it is assumed, that the exchange of N2O in gaseous form

between soil air at the soil surface and the air above the soilis determined by the vertical

gradient of the gaseous N2O-concentration at the soil surface. It is further assumed,that

this gradient is directly proportional to the difference between the N2O-soil air concentra-

tion in the upper most soil directly at the soil surfacecN2O,top [mg dm
−3] and the average

N2O-concentration in the atmospherecN2O,atm [mg dm−3] near the soil surface, whereκ

[mm−1] represents the proportionality factor:

∂cN2O

∂z

∣∣∣∣∣
z=0

= κ (cN2O,top − cN2O,atm) (436)

At the lower end of the soil profile, at depthℓ, it is assumed, that the vertical N2O-

concentration gradient hardly changes any more:

∂cN2O

∂z

∣∣∣∣∣
z=ℓ

= 0 (437)

Finally, the mass transport equation for N2O is solved according to the same numerical

procedure used in the model LEACHN for the soil solute transport equation.
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3.2.5 Two-region solute transport equation: Approach of the model WAVE

The solute transport equation, which is used by the model WAVE (Vanclooster et al., 1994)

extends the classical one-dimensional vertical convection-dispersions equation given by

Bresler (1973) to a two-region solute transport model according to van Genuchten and

Wierenga (1976). The implementation and numerical solution of this model into EXPERT-

N however does not follow the discretisation of Bresler (1973) and Tillotson et al. (1980)

as also used by the modell WAVE, but directly follows the way of discretisation applied by

the model LEACHN.

3.2.5.1 Transport equations For the two-region transport model the water filled pore

volume of the soil is partitioned into two regions, the pore region of mobile water and the

pore region of immobile water. In addition, a distinction ismade between sorption sites of

the solid soil matrix, that are in contact with the soil solution of the mobile water or that

of the immobile water. The resulting transport equations, which determine the solute flux

in and with the soil solution and the exchange between mobileand immobile region (van

Genuchten and Wierenga, 1976) are then given by:

∂

∂t
[ (θm+ fρsKd) cm ] =

∂

∂z
[ θmDI(θm, qw)

∂cm
∂z

− qw cm ] −α (cm− cim) + Sc,I,m

(438)
∂

∂t
[ (θim + (1− f)ρsKd) cim ] = α (cm − cim) + Sc,I,im (439)

θm = θm(t, z) mobile volumetric water content[mm3 mm−3]

θim = θim(t, z) immobile volumetric water content[mm3 mm−3]

f = f(z) fraction of sorption sites within the mobile region [1]

ρs = ρs(z) soil bulk density[kg dm−3]

cm = cm(t, z) solute concentration in the mobile soil solution[mg dm−3]

cim = cim(t, z) solute concentration in the immobile soil solution[mg dm−3]

DI(θm, qw) dispersion coefficient[mm2 d−1] of substance I

qw = qw(t, z) vol. water flux[mm d−1]

Sc,I,m sink term[mg dm−3 d−1] of the mobile fraction

Sc,I,im sink term[mg dm−3 d−1] of the immobile fraction

Kd = Kd,I(z) equilibrium-adsorption constant[dm3 kg−1]

α = α(z) > 0 solute transfer coefficient[d−1] between mobile and immobile region

where the termQ = α(cm − cim) describes the solute exchange respectively the delayed

convergence of solute concentrations between the two regions.

3.2.5.2 Boundary Conditions The boundary conditions of the transport equation (438)

are given by a flux boundary condition at the upper boundary and by a von Neumann con-

dition (Schwarz, 1986) at the lower boundary:
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As upper boundary condition we have for the solute flux acrossthe soil surfaceqs
[g m−3 d−1]:

qs =

{
qw cs for qw > 0 (infiltration)

0 for qw ≤ 0 (evaporation)
(440)

cs solute concentration within infiltration water[g m−3]qw water flux of infiltration[mm d−1]

As lower boundary condition a homogeneous distribution of solute concentration is assumed

to be present at the lower end of the soil profile atℓ [mm], i.e. we assume an almost zero

concentration gradient at depthℓ:

∂cm
∂z

∣∣∣∣∣
x=ℓ

= 0 (441)

3.2.5.3 Numerical Solution From the discretisation of equation (438) analogously to

the finite difference discretisation of the transport equation used by the model LEACHN

follows the tridiagonal equation system corresponding to the spatial steps (2 ≤ i ≤ n− 1)

and the time steps (1 ≤ j ≤ m):

Ai c
j+1
m,i−1 + Bi c

j+1
m,i + Ci c

j+1
m,i+1 = Di (442)

with coefficients:

Ai = −ABi − β1 CBi (443)

Bi = (θj+1
m,i + fi ρs,i Kd,i)/∆t+ABi +BBi + β2 DBi − β4 CBi (444)

Ci = − BBi + β3 DBi (445)

Di = cjm,i−1 (ABi + β1CBi)

+ cjm,i [(θ
j
m,i + fi ρs,i Kd,i)/∆t−ABi −BBi − β2 DBi + β4 CBi]

+ cjm,i+1 (BBi − β3DBi)

+ Sc,I,m,i − αi(c
j
m,i − cjim,i) (446)

using abbreviations:

ABi = θ
j+ 1

2

m,i− 1

2

D
j+ 1

2

I,i− 1

2

/(2∆z2) (447)

BBi = θ
j+ 1

2

m,i+ 1

2

D
j+ 1

2

I,i+ 1

2

/(2∆z2) (448)

CBi = q
j+ 1

2

i− 1

2

/(2∆z) (449)

DBi = q
j+ 1

2

i+ 1

2

/(2∆z) (450)
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The upper and lower boundary conditions lead to the equations for (i = 1) and(i = n),

which complete the tridiagonlal equation system:

For the upper boundary we have(i = 1):

B1 c
j+1
m,1 + C1 c

j+1
m,2 = D1 (451)

with coefficients

B1 = (θj+1
m,1 + f1 ρs,1 Kd,1)/∆t+ β2 DB1 − β4 CB1 (452)

C1 = β3 DB1 (453)

D1 = (cjs − cj+1
s ) β1CB1

+ cjm,1 [(θ
j
m,1 + f1 ρs,1 Kd,1)/∆t− β2 DB1 + β4 CB1]

+ cjm,2 (−β3DBi)
+ Sc,I,m,1 − α1(c

j
m,1 − cjim,1) (454)

and abbreviations:

CB1 = q
j+ 1

2

1− 1

2

/(2∆z) (455)

DB1 = q
j+ 1

2

1+ 1

2

/(2∆z) (456)

For the lower boundary(i = n) follows cj+1
m,n = cj+1

m,n+1 , i.e.:

An c
j+1
m,n−1 + Bn c

j+1
m,n = Dn (457)

with coefficients

An = −ABn − β1 CBn (458)

Bn = (θj+1
m,n + fn ρs,n Kd,n)/∆t+ABn + β2 DBn + β3 DBi − β4 CBn (459)

Dn = cjm,n−1 (ABn + β1CBn)

+ cjm,n [(θjm,n + fn ρs,n Kd,n)/∆t−ABn − β2 DBn − β3DBi + β4 CBn]

+ Sc,I,m,n − αn(c
j
m,n − cjim,n) (460)

and abbreviations:

ABn = θ
j+ 1

2

m,n− 1

2

D
j+ 1

2

I,n− 1

2

/(2∆z2) (461)

CBn = q
j+ 1

2

n− 1

2

/(2∆z) (462)

DBn = q
j+ 1

2

n+ 1

2

/(2∆z) (463)
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The Taylor expansion of the term of the left hand side of the mass balance equation (439)

for the immobile region leads to the following expressions by applying the abbreviation

gji = θjim,i + (1− fi)ρiKd,i for (1 ≤ i ≤ n) (Vanclooster et al., 1994) for negativeα:

∂(gi cim,i)

∂t
=
gj+1
i cj+1

im,i − gji c
j
im,i

∆t
+

∆t

2

∂2(gi cim,i)

∂t2
(464)

The final expansion of the term of second order leads to:

∂2(gi cim,i)

∂t2
=

∂

∂t
[αi (cm,i − cim,i) + Sc,I,im,i]

=
αi (c

j+1
m,i − cjm,i)

∆t
−

αi (c
j+1
im,i − cjim,i)

∆t
+

Sj+1
c,I,im,i − Sjc,I,im,i

∆t
(465)

By insertion of this equation and transformation results the discretization of the mass bal-

ance equation (439):

Ei c
j+1
im,i = Fi c

j
im,i − 1

2 αi(c
j+1
m,i − 3 cjm,i) + 1

2 (Sj+1
c,I,im,i − Sjc,I,im,i) (466)

with the abbreviations:

Ei =
θj+1
im,i + (1− fi)ρs,iKd,i

∆t
− 1

2
αi (467)

Fi =
θjim,i + (1− fi)ρs,iKd,i

∆t
− 3

2
αi (468)
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3.2.6 Solute transport: Approach of the model HYDRUS

The numerical method applied by the model HYDRUS (van Genuchten, 1982; Vogel et al.,

1996; Simunek et al., 1998) to solve the nonlinear solute transport equation is similar to the

approach used by HYDRUS to solve the water flow equation or Richards equation and is

based again on a finite-element-method (FEM) of discretisation.

3.2.6.1 Transport Equation Starting point is the classical convection-dispersion equa-

tion:
∂(θcw)

∂t
+
∂(ρscs)

∂t
=

∂

∂z

(
θD

∂cw
∂z

)
− ∂(qwcw)

∂z
+ Sc (469)

θ volumetric water content[mm3 mm−3]

cw concentration in soil solution[mg dm−3]

ρs bulk density of soil[kg dm−3]

cs adsorbed concentration at the solid phase[mg dm−3]

D = D(θ, qw) dispersion coefficient[mm2 d−1]

qw = qw(t, z) vol. water flux[mm d−1]

Sc source- resp. sink term[mg dm−3 d−1]

The dispersion coefficientD [mm2 d−1] is given by the molecular diffusion coefficientDo

[mm2 d−1] in water, by a tortuosity factorτ [1] and the dispersivityλ [mm2 d−1]:

D = Doτ + λ

√
q2w
θ

, (470)

where the tortuosity factorτ is calculated by the relation according to Millington and Quirk

(1961):

τ =
θ7/3

θ2sat
(471)

θ vol. water content[mm3 mm−3] θsat saturated vol. water content[mm3 mm−3]

For the description of adsorption in direct equilibrium with the soil solution it is assumed

that a nonlinear Freundlich isotherm represents the relation between the adsorbed concen-

tration and the soil solution concentration:

cs = Kf c
nf
w (472)

In case the Freundlich isotherm exponentnf [1] is equal to one:nf = 1, the Freundlich

isotherm is linear and the adsorption coefficientKf [g−1 dm3] is then identical to the

distribution coefficientKd [g−1 dm3], i.e. equal to the linear adsorption coefficient (s.

section 3.2.1.1).
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By insertion of eq. (472) into eq. (469) and by definition of the retardation coefficientR [1]

R = 1 +
ρs Kf c

nf−1
w

θ
(473)

we get the form of the transport equation, which is finally numerically solved by the finite

element method:
∂(θRcw)

∂t
=

∂

∂z

(
θD

∂cw
∂z

)
− ∂(qwcw)

∂z
+ Sc (474)

θ vol. water content[mm3 mm−3] R retardation coefficient [1]

cw soil solution concentration[mg dm−3] D dispersion coefficient[mm2 d−1]

qw vol. water flux[mm d−1] Sc sink- resp. source term[mg dm−3 d−1]

3.2.6.2 Initial- and Boundary Conditions The transport equation is solved assuming

the general initial condition

cw(t, z) = cα(z) for t = t0 (475)

wherecα is a general function of the depthz and of the start timet0 of the simulation.

As boundary condition at the upper end, i.e. at depthz = 0 of the soil profile, a Dirichlet

condition can be prescribed:

cw(t, z) = c0(t) for z = 0 , (476)

wherec0 represents the soil solution concentration at the soil surface by a general function

of time. Alternatively a flux boundary condition can be chosen:

(−θD∂c

∂z
)

∣∣∣∣∣
z=0

=

{
q0 c0(t) for q0 > 0

0 for q0 ≤ 0
, (477)

wherec0 represents the solute concentration in the infiltration water as general function of

time andq0 denotes the volumetric water flux across the soil surface. Here, the water flux is

positive, if directed downwards (to the center of Earth) andnegative in case of upward flux

(s. section 1.4.1 Notation).

At the lower end of the soil column at depthz = ℓ a zero gradient boundary condition is

useful, if drainage, i.e. the caseqw(t, ℓ) > 0, is considered:

∂c

∂z
= 0 for z = ℓ (478)

In the case of upward flow conditions out of the ground water,qw(t, ℓ) < 0, if z = ℓ

represents also the height of the groundwater level, a Dirichlet condition can be applied:

cw(t, z) = cℓ(t) for z = ℓ , (479)
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wherecℓ represents the solute concentration of groundwater at depth z = ℓ as a function

of time.

3.2.6.3 Numerical Solution The solute transport equation (474) is solved similarly to

the numerical solution of the Richards equation of the HYDRUS model (s. section 1.4.5.1)

by use of the finite element method of Galerkin. The piece-wise linear approximation of the

soil solution concentratioñcw(t, z) is then given by:

c̃w(t, z) =
n+1∑

i=1

c̃i(t)φi(z) (480)

For this, the functions̃ci are defined bỹci(t) := c̃w(t, zi) and the basis functionsφi are

given by splitting the interval[0, ℓ] into n sub-intervals[zi, zi+1]. The orthogonality condi-

tion for the basis functions leads to
∫ ℓ

0

[
∂(θRc̃w)

∂t
− ∂

∂z

(
θD

∂c̃w
∂z

)
+
∂(qwc̃w)

∂z
− Φ

]
φidz = 0 , (481)

for all 1 ≤ i ≤ n+ 1, and partial integration of the spatial derivations leads to

∫ ℓ

0

∂(θRc̃w)

∂t
φidz −

∫ ℓ

0
Qs

∂φi
∂z

dz −
∫ ℓ

0
Φ φidz = −Qsφi

∣∣∣∣∣

ℓ

0

, (482)

for all 1 ≤ i ≤ n+ 1, where the following abbreviation was used:

Qs = −θD∂c̃w
∂z

+ qwc̃w (483)

Similar as in section 1.4.5.1 by insertion of the sum expression for the approximating func-

tion c̃w and related ’mass lumping’ of the capacity term, i.e. the first term of equation (482),

we get the following systems of equations:

B
dc̃

dt
+ A c̃ = f (484)

for the vectors̃c andf, and the matricesA andB, for which we have

Aij = Aqij +ADij =
∑

e

∫

Ωe

−
(
qwφj − θD

dφj
dz

)
dφi
dz

dz (485)

Aqij =
∑

e

∫

Ωe

−qwφj
dφi
dz

dz =
i+1∑

e=i

∫

Ωe

e∑

k=e−1

−qkφk φj
dφi
dz

dz =

=





−(2qi−1 + qi)/6 for i− 1 = j

(qi+1 − qi−1)/6 for i = j

(qi + 2qi+1)/6 for i+ 1 = j

0 for |i− k| > 1

(486)



3.2 N-Transport 125

ADij =
∑

e

∫

Ωe

θD
dφj
dz

dφi
dz

dz =
i+1∑

e=i

∫

Ωe

e∑

k=e−1

θkDkφk
dφj
dz

dφi
dz

dz =

=





−(θi−1Di−1 + θiDi)/(2∆z) for i− 1 = j

(θi−1Di−1 + 2 θiDi + θi+1Di+1)/(2∆z) for i = j

−(θiDi + θi+1Di+1)/(2∆z) for i+ 1 = j

0 for |i− k| > 1

(487)

Bij =
∑

e

∫

Ωe

θRφj φi dz =
i+1∑

e=i

∫

Ωe

e∑

k=e−1

θkRkφkφj φi dz =

=





(θi−1Ri−1 + θiRi) ∆z/12 for i− 1 = j

(θi−1Ri−1 + 6 θiRi + θi+1Ri+1) ∆z/12 for i = j

(θiRi + θi+1Ri+1) ∆z/12 for i+ 1 = j

0 for |i− k| > 1

(488)

dc̃i
dt

:= (

∫

Ω
θR

∂c̃

∂t
φi dz)/(

∫

Ω
θRφi dz) ’mass lumping’ (489)

fi =
∑

e

∫

Ωe

Scφi dz −Qsφi

∣∣∣∣∣

ℓ

0

=

=
i+1∑

e=i

∫

Ωe

e∑

k=e−1

Sc,kφkφi dz − qs(t, ℓ)φi(ℓ) + qs(t, 0)φi(0) =

= (Sc,i−1 + 4 Sc,i + Sc,i+1) ∆z/6− qs(t, ℓ)φi(ℓ) + qs(t, 0)φi(0) (490)

for all 1 < i < n+ 1.

The corresponding equations of the boundary conditions arecompleting the spatial dis-

cretisation of the solute transport equation. The temporaldiscretisation of the equation

system is done by finite differences for the differentiationwith respect to time with time

step∆tj = tj+1 − tj between timetj andtj+1:
(
ωAj+1 +

1

∆tj
Bj+1

)
c̃j+1 =

(
(1− ω)Aj +

1

∆tj
Bj
)

c̃j + f j (491)

This results in different discretisations depending on thechoice of the parameterω, e.g. we

have forω = 0 the explicit method, forω = 1
2 the Crank-Nicolson method and forω = 1

the fully implicit method.
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To avoid numerical dispersion when applying the Crank-Nicolson mehod the dispersion

coefficient is corrected using an approximation of third order for the time derivative (Huang

et al., 1997):

D− = D − q2 ∆t

6 R θ2ϕ
, D+ = D +

q2 ∆t

6 R θ2 ϕ
(492)

with ϕ = 1 + (nf − 1)(1 − 1/R) (493)

Thereby the correction at the new time leveltj+1 is done by replacingD by D− in the

matrix ωAj+1 and the correction at the old time leveltj by replacingD by D+ in the

matrix (1− ω)Aj of equation (491).

Furthermore, to avoid numerical oscillations both in case of the Crank-Nicolson and also

in case of the fully implicit method an ’upwinding’ of the convection term is performed

(Huang et al., 1997). This is achieved by evaluation of the termsAqij in equation (491)

where instead of the basis functionsφi , 1 ≤ i ≤ n the asymmetric functions

wi =

{
φi + 3 γwi−1 φi−1 φi on Ωi−1 = [xi−1, xi]

φi − 3 γwi φi φi+1 on Ωi = [xi, xi+1]
(494)

for 1 < i ≤ n+ 1 are used, wherew1 is defined only onΩ1 andwn+1 only onΩn.

The weighting factorγwi is determined by the Peclet numberPei = qi ∆z/(θiDi) at each

knot i:

γwi = coth

(
Pei
2

)
− 2

Pei
. (495)

If now the spatial step size∆z is chosen in such a way, thatPei ≤ 2 for all 1 ≤ i ≤ n,

then numerical oscillations are avoided.

Hence we get as expression for the termAqij :

Aqij =
∑

e

∫

Ωe

−qw wj
dwi
dz

dz =
i+1∑

e=i

∫

Ωe

e∑

k=e−1

−qk wk wj
dwi
dz

dz =

=





−(2qi−1 + qi)/6 − γwi−1/2 qi−1 for i− 1 = j

(qi+1 − qi−1)/6 + (γwi−1 + γwi )/2 qi for i = j

(qi + 2qi+1)/6− γwi /2 qi+1 for i+ 1 = j

0 for |i− k| > 1

(496)

The consideration of these corrections leads to a tridiagonal system of equations, which

is linear in case of a linear Freundlich isotherm, but otherwise represents a non-linear
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equation system. In the linear case the equation system is directly solved applying a LU-

decomposition. In the non-linear case, the solution is obtained by a Picard fix-point iteration

and a LU-decomposition in each iteration step.

The corresponding equation system is finally given by the following equation in matrix

notation, s. also section 1.4.4.6:

Pj+1,k c̃j+1,k = gj (497)

mit Pj+1,k := ωAj+1 +
1

∆tj
Bj+1 , (498)

und gj :=

(
(1− ω)Aj +

1

∆tj
Bj
)

c̃j + f j , (499)

where in the caseω = 1
2 with respect to the dispersion, the matricesA ∗ +1 or Aj are

corrected by insertingD− orD+.

Explicitly we have for1 < i < n+ 1:

P j+1,k
i,i−1 =

∆z

12 ∆tj
(θi−1R

k
i−1 + θiR

k
i )−

ω

2∆z
(θi−1Di−1 + θiDi)

−ω
6
[(2 + 3γwi−1)qi−1 − qi] (500)

P j+1,k
i,i =

∆z

12 ∆tj
(θi−1R

k
i−1 + 6 θiR

k
i + θi+1R

k
i+1)

+
ω

2 ∆z
(θi−1Di−1 + 2 θiDi + θi+1Di+1)

+
ω

6
[qi+1 + 3(γwi−1 + γwi )qi − qi−1] (501)

P j+1,k
i,i+1 =

∆z

12 ∆tj
(θiR

k
i + θi+1R

k
i+1)−

ω

2∆z
(θiDi + θi+1Di+1)

+
ω

6
[(2− 3γwi )qi+1 + qi] , (502)

where θi, Rki , Di, qi and γwi denote the values at timetj+1, and in case ofω = 1
2 the

parameterDi is replaced byD−

i .



128 3 SOIL NITROGEN: TRANSPORT AND TRANSFORMATION

Finally, for i = 1 resp. i = n+ 1 we have to describe the flux boundary conditions:

P j+1,k
1,1 =

∆z

12 ∆tj
(3 θ1R

k
1 + θ2R

k
2) +

ω

2 ∆z
(θ1D

−

1 + θ2D
−

2 )

+
ω

6
[q2 + (2 + 3γw2 )q1] (503)

P j+1,k
n+1,n+1 =

∆z

12 ∆tj
(θnR

k
n + 3 θn+1R

k
n+1) +

ω

2 ∆z
(θnD

−

n + θn+1D
−

n+1)

−ω
6
[(2− 3γwn+1)qn+1 + qn] (504)

In the same way the elements of the matrix
(
(1− ω)Aj +

1

∆tj
Bj

)
are calculated, to

obtain the vectorgj . But in this case, the matrix elements represent values at time tj and

therefore are not iterated, and in caseω = 1
2 the valuesDi are replaced byD+

i .
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3.2.7 Dual-Porosity Solute Transport following MUNETOS / EXPERT-N

A dual-porosity solute transport model was developed and implemented to simulate solute

transport in soils that have distinct regions of mobile and immobile water. Based on the

numerical Euler-Lagrange method a numerical solution similar to the method used in the

model MUNETOS (Zurmühl, 1994; Zurmühl and Durner, 1996; Zurmühl, 1998) is derived.

3.2.7.1 Transport equations To directly consider the solute exchange between the mo-

bile and immobile pore water regions and to describe the sinkterms that can dominate N

transport, the following, in comparison to Zurmühl (1994)and Zurmühl and Durner (1996)

modified transport equations are applied:

(θm + fρsKd)
∂cm
∂t

=
∂

∂z
[θmDI,m

∂cm
∂z

]− qw
∂cm
∂z

+ β (cm − cim)− Scm (505)

[θim + (1− f)ρsKd]
∂cim
∂t

= α (cm − cim)− Scim (506)

with abbreviation

β =
∂θim
∂t

+ Sw,im − ∂f

∂t
ρsKd − α (507)

θm = θm(t, z) mobile volumetric water content[mm3 mm−3]

θim = θim(t, z) immobile volumetric water content[mm3 mm−3]

f = f(t, z) fraction of sorption sites in the mobile region [1], e.g.:f =
θm
θ

ρs = ρs(z) soil bulk density[kg dm−3]

cm = cI,m(t, z) concentration of solute in the mobile water phase[mg dm−3]

cim = cI,im(t, z) concentration of solute in the mobile water phase[mg dm−3]

DI,m = DI(θm, qw) dispersion coefficient[mm2 d−1] of chemical I

qw = qw(t, z) vol. water flux[mm d−1]

Kd = Kd,I(z) equilibrium adsorption constant[dm3 kg−1]

α = α(z) solute transfer coefficient[d−1] between mobile and immobile region

Sw,m, Sw,im sinks/sources of mobile/immobile water phase[d−1]

Scm , Scim sinks/sources of mobile/immobile solute[mg dm−3 d−1]

The transport equations of the two regions result from the continuity equation of the water

phase (92) forθ = θm + θim:

∂θm
∂t

= − ∂qw
∂z

− ∂θim
∂t

− Sw,m − Sw,im (508)

and from the general solute transport equation of the total soil volume:

∂

∂t
{(θm+fρsKd)cm + [θim+(1−f)ρsKd]cim} =

∂

∂z
[θmDI,m

∂cm
∂z

−qw cm] + ΦI

(509)
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with sink/source term ΦI = −Sw,mcm − Sw,imcim − Scm − Scim

By differentiation and inserting (508) into (509) results the following equation

(θm + fρsKd)
∂cm
∂t

=
∂

∂z
[θmDI,m

∂cm
∂z

] − qw
∂cm
∂z

+ (Sw,im +
∂θim
∂t

− ∂f

∂t
ρsKd)(cm − cim) (510)

− [θim + (1− f)ρsKd]
∂cim
∂t

+ (ΦI + Sw,mcm + Sw,imcim) ,

from which the transport equation (505) is obtained by inserting the transfer equation (506).

3.2.7.2 Numerical solution To numerically solve the transport equation (505) together

with equation (506) an Euler-Lagrange method in combination with grid adaptation follow-

ing Yeh (1990) is applied. In addition, to calculate the solute concentration in the Lagrange

step the generalized operator splitting approach of Zurmühl (1994) for the instationary case

is chosen.

a) Lagrange step: The idea behind the Euler-Lagrange method is to split the convective

part of the transport equation from the dispersive part by a transformation of coordinates

(Lagrange step) and then to numerically solve the transformed equation that includes only

the dispersive part. The transformation is based on a changeof the reference system that

is chosen in a way that the observer is moved with the effective velocityve [mm d−1] of a

solute volume element (Lagrange perspective). The corresponding co-ordinate in space is

then given by z′ = z + vet .

Stationary case: Under stationary flow conditions we obtain for the total derivation of the

concentration with respect to time:

dc

dt
=
∂c

∂t
+
∂c

∂z′
∂z′

∂t
=
∂c

∂t
+ ve

∂c

∂z′
(511)

This can be exploited by using the stationary constant velocity ve =
qw

θm + fρsKd
to

transform the transport equation (505) into:

(θm + fρsKd)
∂cm
∂t

=
∂

∂z
[θmDI,m

∂cm
∂z

] + β (cm − cim)− Scm (512)

The transformed equation then contains no convective term anymore and is to be solved by

the Euler step. Yet first the concentrationc∗m after the Lagrange step, i.e. after accounting

for convection, has to be determined at each spatial nodei. This is achieved in the case of

stationary flow at constant flow velocityve in a comparatively simple way:

c∗m,i = cm(zi, t
j+1) = cm(z

∗

i , t
j) using z∗i = zi − ve∆t

j (513)
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z∗i position of a virtual mass particle at timetj , that reaches nodezi at timetj+1

c∗m,i concentration at nodei at timetj+1 after accounting for convection

In fact, z∗i often does not coincide with any of the nodeszi, but neverthelessc∗m,i can be

determined by linear interpolation:

c∗m,i = cjm,i−1 + (ve∆t
j −

l∑

k=1

∆zi−k)
cji−l−1 − cji−l
∆zi−l−1

(514)

wherebyl is the number of nodes that a virtual particle traverses during the time interval

∆tj before it reaches nodei with the velocityve. The numberl being thereto determined

by the following condition (particle tracking):

ve∆t
j −

l∑

k=1

∆zi−k ≥ 0 and ve∆t
j −

l+1∑

k=1

∆zi−k ≤ 0 (515)

Instationary case: The operator splitting technique and the related numericalprocedure as

derived for the stationary case can be transfered to the instationary case by calculating the

concentrationc∗m after the convective step using mass flux considerations (Zurmühl, 1994).

The equation to be solved during the Lagrange step is the massbalance equation for the

convective mass fluxqcs:

∂

∂t
[(θm + fρsKd) cm] = −∂q

c
s

∂z
(516)

Using a finite difference discretisation of (516) at each vertical nodei the concentrationc∗m,i
after convection can be calculated by

c∗m,i =
cjm,iθ

j
m,iR

j
m,i∆zi − (qcs,i+1 − qcs,i)∆t

j

θj+1
m,i+1R

j+1
m,i+1∆zi

(517)

with Rjm,i = 1 + f ji ρsKd/θ
j
m,i and the convective mass fluxesqcs,i andqcs,i+1.

Exploiting the fact, that the Richards equation can be solved almost without any mass bal-

ance error, we have, given the sink termSji = Sjw,m,i + Sjw,im,i + (θjim,i+1 − θjim,i)/∆t
j ,

for each time stepj and at each vertical nodei :

θ jm,i∆zi = θj+1
m,i ∆zi − qj+1

w,i ∆t
j + qj+1

w,i+1∆t
j + Sji∆zi∆t

j (518)

This allows to determine the convective mass flux in analogy to the stationary case by a

particle tracking method as follows:

Convective mass fluxqcs,i : In case of volumetric water flowqj+1
w,i > 0: Mass particles are to

be considered that contribute to the mass flux in nodei. Thereto, in similarity to conditions
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(516), a numberli has to be found by which the nodes that were traversed during time step

∆tj can be identified.

For this purpose a discrete functionJi is defined by

Ji(l) = qj+1
w,i ∆t

j −
l∑

k=1

Qji−k∆zi−k (519)

andQji = θ jm,iR
j
m,i − Sji∆t

j

Then, by using condition Ji(li− 1) > 0 and Ji(li) < 0 (520)

a numberli is determined, such that the functionJi changes its sign betweenli − 1 andli.

The general procedure is the following: First the volume of soil solutionqj+1
w,i ∆t

j that was

transported during time step∆tj by the water fluxqj+1
w,i into nodei is compared to the

volume (θ jm,i−1 + f ji−1ρsKd − Sji−1∆t
j)∆zi−1 = Qji−1∆zi−1 at time j at nodei − 1

which includes sorption sites and the sink or source of water. If qj+1
w,i ∆t

j < Qji−1∆zi−1

then a virtual particle that is located in nodei at timetj can only come from nodei − 1.

If qj+1
w,i ∆t

j ≥ Qji−1∆zi−1 the particle comes from a node smaller asi − 1. In this case

the volumeqj+1
w,i ∆t

j is further compared withQji−1∆zi−1 + Qji−2∆zi−2, etc. Therefore

the valuei − li denotes the node where the concentration at timetj still influences the

concentration of nodei at timetj+1 (Zurmühl, 1994).

In this way the convective mass fluxqcs,i during ∆j can be calculated by the total mass

which is transported to nodei during∆j using

qcs,i∆t
j =

li−1∑

k=1

cjm,i−kQ
j
i−k∆zi−k + [Qji−li∆zi−li + Ji(li)]c

j
m,i−li

(521)

or using the by means of (518) transformed equation

qcs,i∆t
j =

li∑

k=1

cjm,i−kθ
j+1
m,i−kR

∗

m,i−k∆zi−k +
li∑

k=1

cjm,i−k(q
j+1
w,i−k+1 − qj+1

w,i−k)∆t
j

+Ji(li)c
j
m,i−li

(522)

with notation R∗

m,i = 1 + f ji ρsKd/θ
j+1
m,i .

For a negative water fluxqj+1
w,i < 0, equation (519) is transformed in the following way:

Ji(l) = −qj+1
w,i ∆t

j −
l∑

k=0

Qji+k∆zi+k (523)
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andli is again determined by condition (520). Thus, the mass fluxqcs,i is obtained by

qcs,i∆t
j =

li∑

k=0

cjm,i+kθ
j+1
m,i+kR

∗

m,i+k∆zi+k −
li∑

k=0

cjm,i+k(q
j+1
w,i+k+1 − qj+1

w,i+k)∆t
j

+Ji(li)c
j
m,i+li

(524)

Convective mass fluxqcs,i+1 : If qj+1
w,i+1 > 0, then the discrete functionJi+1(l) can be defined

as follows by:

Ji+1(l) = qj+1
w,i+1∆t

j −
l∑

k=1

Qji−k∆zi−k (525)

Now by the condition Ji+1(li+1−1) < 0 and Ji+1(li+1) > 0 (526)

the numberli+1 is determined, by which under consideration of (518) the mass flux qcs,i+1

out of nodei can be calculated:

qcs,i+1∆t
j =

li+1∑

k=0

cjm,i−kθ
j+1
m,i−kR

∗

m,i−k∆zi−k +

li+1∑

k=0

cjm,i−k(q
j+1
w,i−k+1 − qj+1

w,i−k)∆t
j

+ Ji+1(li+1)c
j
m,i−li+1

(527)

In caseqj+1
w,i+1 < 0 we get in almost the same manner from

Ji+1(l) = −qj+1
w,i+1∆t

j −
l∑

k=1

Qji+k∆zi+k (528)

and the condition (526) the mass fluxqcs,i+1:

qcs,i+1∆t
j =

li+1∑

k=1

cjm,i+kθ
j+1
m,i+kR

∗

m,i+k∆zi+k +

li+1∑

k=1

cjm,i+k(q
j+1
w,i+k+1 − qj+1

w,i+k)∆t
j

+ Ji+1(li+1)c
j
m,i+li+1

(529)

Alltogether, by knowing the convective mass fluxes at nodesi, i + 1 and by means of the

mass balance (517) the concentrationc∗m,i after the convective step can be determined.

b) Euler step: After consideration of the convective part, in the next step, the Euler step, the

remaining dispersion equation is numerically solved. For this purpose the transport equa-

tion (505) without convective term is discretized following a fully implicit finite difference

scheme. Then, according to the first order operator splitting technique, instead of the con-

centration of the preceding time stepcjm the concentration obtained after the Lagrange step

c∗m is inserted:

θj+1
m,i R

j+1
m,i

cj+1
m,i − c∗m,i

∆tj
= θj+1

m,i+ 1

2

Dj+1

m,i+ 1

2

cj+1
m,i+1 − cj+1

m,i

(∆zi)2
− θj+1

m,i− 1

2

Dj+1

m,i− 1

2

cj+1
m,i − cj+1

m,i−1

(∆zi)2
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+
[θj+1
im,i − θjim,i

∆tj
+ Sjw,m,i −

f j+1
i − f ji
∆tj

ρsKd − αi
]
(cj+1
m,i − cj+1

im,i) − Sjcm,i (530)

Hereincj+1
im,i can be expressed in dependence ofcj+1

m,i by use of the discretized form of the

solute transfer equation (506):

[θj+1
im,i + (1− f j+1

i )ρsKd]
cj+1
im,i − cjim,i

∆tj
= αi(c

j+1
m,i − cj+1

im,i)− Sjcim,i (531)

The discretisation (530) results in a linear tridiagonal equation system ofn − 2 equations

in then unknownscj+1
m,i (1 ≤ i ≤ n), that can be directly solved by taking account of the

boundary conditions and using the Gauss elimination procedure, i.e. by LU-decomposition

(cf. section 1.4.4.5).

c) Initial and boundary conditions The input and output of the chemical occurs via the

convective flux is calculated in the Lagrange step by consideration of the corresponding

water fluxes by specification of a Dirichlet bundary condition at the upperz = 0 and lower

z = ℓ boundary:

c∗m(t, z) = c0(t) for z = 0 bzw. c∗m(t, z) = cℓ(t) for z = ℓ (532)

In the Euler step, that deals with the dispersive part of the transport equation, both at the

upper z = 0 and at the lower endz = ℓ of the soil profile a von Neumann boundary

condition is given:

−θ D ∂cm
∂z

∣∣∣∣∣
z=0

= −θ D ∂cm
∂z

∣∣∣∣∣
z=ℓ

= 0 (533)

The discretization of these boundary conditions completesthe equation system, that is

solved to provide the numerical solution of the nonequilibrium transport equations.

3.2.7.3 Grid adaptation To avoid numerical dispersion in combination with the Euler-

Lagrange method often a grid refinement is applied, since in contrast to the pure Euler

discretization a time step refinement is not necessary. Since a grid refinement of the total

considered transport domain is connected with high computational costs and numerical dis-

persion mostly occurcs in regions of steep concentration gradients, the grid is only refined

near the concentration front. This is achieved using the procedure of the model LEZOOM

Yeh (1990), by which the grid refinement ’moves’ with the concentration front (Zurmühl,

1994).
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3.2.8 Transport of Dissolved Organic Nitrogen (DON)

3.2.8.1 Transport Equation To model the transport of dissolved organic nitrogen

(DON) it is assumed that also the transport of this N-fraction can be described by a

convection-dispersion equation. Since additionally the often observed DON transport along

preferential flow paths will be considered, an equation following the non-equilibrium ap-

proach given by van Genuchten and Wierenga (1976) will be applied. In analogy to the

solute transport model of the model WAVE (Vanclooster et al., 1994), see equations (439)

and (440), a dual-porosity solute transport model is proposed:

∂

∂t
[ (θm+ fρsKd) cm ] =

∂

∂z
[ θmDDON

∂cm
∂z

− qw cm ] −α (cm− cim) + Sc,DON,m

(534)
∂

∂t
[ (θim + (1− f)ρsKd) cim ] = α (cm − cim) + Sc,DON,im (535)

θm = θm(t, z) mobile volumetric water content[mm3 mm−3]

θim = θim(t, z) immobile volumetric water content[mm3 mm−3]

f = f(z) fraction of sorption sites in the mobile region [1]

ρs = ρs(z) soil bulk density[kg dm−3]

cm = cm(t, z) DON solute concentration in the mobile soil water[mg dm−3]

cim = cim(t, z) DON solute concentration in the immobile soil water[mg dm−3]

DDON = DDON (θm, qw) dispersion coefficient[mm2 d−1] zum DON

qw = qw(t, z) vol. water flux[mm d−1]

Sc,DON,m sink term[mg dm−3 d−1] of the mobile fraction

Sc,DON,im sink term[mg dm−3 d−1] of the immobile fraction

Kd = Kd,DON(z) equilibrium adsorption constant of DON[dm3 kg−1]

α = α(z) exchange coefficient[d−1] between mobile and immobile region

If only negligible amounts of immobile water exists and therefore the total water content

θ can be assumed to be mobile, i.e. ifθm = θ, then equation (534) reduces to the usual

convection-dispersion equation (422) and equation (535) for the immobile soil solution is

not needed.

If a constant C/N-ratio for the dissolved organic matter is assumed, the transport equations

(534) and (535) represent also transport equations for dissolved organic carbon (DOC) ex-

cept for possibly different sink terms. Under certain conditions on the sink terms, the calcu-

lated C/N-ratio of the dissolved organic matter stays constant such that from the simulated

DON transport also the DOC transports results. If these conditions are not fulfilledand the

C/N-ratio of dissolved organic matter is not constant, thensimilar equations as given by

(534) and (535) are applied for the simulation of DOC transport.
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3.2.8.2 Sink Terms The sink termsSc,DON,i for the mobile (i = m) and the immobile

(i = im) pore-region, that describe the loss resp. the gain of DON during solute transport,

are given by the following corresponding first order rates:

Sc,DON,i = θi/θ (khum,DONNhum + klit,DONNlit + kman,DONNman) eθ eT

− (kDON,hum + kDON,lit + kDON,min) eθ eT ci, i = m, im (536)

Sc,DON,i sink term[mg dm−3 d−1] of the mobile (i = m) or immobile (i = im) region

θi mobile (i = m) or immobile (i = im) vol. water content[mm3 mm−3]

θ total volumetric water content[mm3 mm−3]

khum,DON constant first order decomposion rate of humus-N to DON[d−1]

Nhum amount of soil humus-N[kg ha−1]

klit,DON constant first order decomposion rate of litter N to DON[d−1]

Nlit amount of N in the litter pool[kg ha−1]

kman,DON constant first order decomposion rate of manure N to DON[d−1]

Nman amount of N in the manure pool[kg ha−1]

eθ reduction function of water content [1]

eT reduction function of temperature [1]

kDON,hum constant first order immobilisation rate of DON to humus-N[d−1]

kDON,lit constant first order immobilisation rate of DON to litter N[d−1]

kDON,min constant first order mineralisation-immobilisation rate of DON [d−1]

ci = ci(t, z) DON concentration in the mobile (i = m) or immobile (i = im)

soil solution[mg dm−3]

The mineralisation-immobilisation ratekDON,min [d−1] is defined similar to the approach

of modelling mineralisation in the model SOILN, s. equation(591):

kDON,min = (f−1
C/N,DON − fe,DON

r0,DON
) kDOC,min fC/N,DON (537)

kDON,min constant first order mineralisation-immobilisation rate of DON [d−1]

kDOC,min constant first order mineralisation rate of DOC[d−1]

fC/N,DON C/N-ratio of dissolved organic matter [1]

fe,DON effectivity constant of DON-mineralising soil micro-organisms [1]

r0,DON C/N-ratio of DON-mineralising soil micro-organisms [1]
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3.3 Urea-Hydrolysis, Nitrification and Volatilisation

Nitrification refers to the process of oxidation of ammoniuminto nitrate. It is a transforma-

tion process carried out by soil micro- organisms under aerobic conditions. The main factors

affecting the nitrification are the ammonium poolNNH [kg ha−1] within the soil, the avail-

able oxygen in soil air and soil solution, the pH value of the soil and the soil temperature.

3.3.1 Approaches of the model LEACHN

3.3.1.1 Urea-Hydrolysis To describe urea hydrolysis a sink termΦHS is defined for

every numerical soil layer to represent the urea-N transformation to ammonium-N by soil

microorganisms:

ΦHS = kHS (θ + ρsKd,HS) cHS eθ eT (538)

ΦHS sink term of urea-hydrolysis[mg dm−3 d−1]

kHS decomposition rate of urea[d−1]

cHS urea-N concentration in the soil solution[mg dm−3]

Kd,HS adsorption coefficient of urea[dm3kg−1]

θ volumetric water content[mm3 mm−3]

ρs soil bulk density[kg dm−3]

eθ reduction function of water content[1]

eT reduction function of soil temperature[1]

The reduction functionseθ and eT describe for every numerical soil layer the effects of

the abiotic factors vol. water content and soil temperatureon the nitrogen transformation

processes, which are mainly driven by microbial activity (Johnsson et al. 1987). The

reduction functioneθ of water content decreases at dry or very wet soil at both sides of a

range of vol. soil water contents, which are optimal for the considered transformation rate:

eθ =





esat + (1− esat) (θsat − θ)/(θsat − θh) for θh < θ ≤ θsat

1 for θl ≤ θ ≤ θh

[max(θ; θw)− θw]/(θl − θw) for θ < θl

(539)

esat reduction factor at water saturation[1]

θsat saturated vol. water content[mm3 mm−3] set equal to the soil porosity

θw minimal water content[mm3 mm−3] at which no N-transformation occurs anymore

θl lower value of the optimal water content range[mm3 mm−3]

θh upper value of the optimal water content range[mm3 mm−3]
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The reduction functioneT of the temperature impact on the N-transformations is given

by a Q10-temperature function. TheQ10-value indicates the factor by which the N-

Transformation rate changes at an increase or decrease in soil temperature of 10◦C:

eT = Q
0,1(T−TB)
10 (540)

eT reduction function of temperature[1]

T soil temperature[◦C]

TB base temperature[◦C] at which the rate of the

N-transformation is determined

Q10 Q10-factor[1]

3.3.1.2 Nitrification For ammonium-N the source or sink termΦNH per soil layer is

composed from the source terms by urea-N HydrolysisΦHS and N-mineralisationΦMinNH

from fresh organic matter, humus, and organic fertilizers,as well as from sinks by N-

immobilisation ΦImmNH due to fresh organic matter input, by nitrificationΦNit, by

ammonium-N uptake of plant rootsΦWNH , and in case of the upper soil layer by gaseous

losses due to ammonia volatilisationΦV ol:

ΦNH = ΦHS +ΦMinNH − ΦImmNH − ΦNit −ΦWNH − ΦV ol (541)

Here the sink of nitrificationΦNit per soil layer is identical to the nitrification ratekNit of

the soil layer given by:

ΦNit = kNit = kNit,max max{0, 0; [cNH (θ + ρsKd,NH)− cNO θ/rmax]} eθ eT (542)

as described by Johnsson et al. (1987), where

ΦNit sink term of nitrification[mg dm−3 d−1]

kNit nitrification rate[mg dm−3 d−1]

kNit,max maximal nitrification rate constant[d−1]

cNH concentration of ammonium-N in the soil solution[mg dm−3]

θ volumetric water content[mm3 mm−3]

ρs soil bulk density[kg dm−3]

Kd,NH adsorption coefficient of ammonium[dm3 kg−1]

cNO concentration of nitrate-N in the soil solution[mg dm−3]

rmax maximal ratio of Nitrat-N to ammonium-N[1] at which no

nitrification occurs anymore

eθ reduction function of water content[1] according to equation (539)

eT reduktion function of temperature[1] according to equation (540)
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3.3.1.3 Volatilisation For the upper most 10 cm thick soil layer the ammonia-N volatil-

isation is calculated by:

ΦV ol = kV ol cNH,1 θ1 (543)

ΦV ol sink by ammonia-N volatilisation[mg dm−3 d−1]

kV ol ammonia-N volatilisation rate[d−1]

cNH,1 ammonium-N concentration in the soil solution of the upper most

soil layer[mg dm−3]

θ1 volumetric water content of the upper most soil layer[mm3 mm−3]

where it is assumed, that within one day not more than half of the dissolved ammonium

can escape from the soil.

The sink or source termsΦMinNH , ΦImmNH , andΦWNH are explained in more detail

within the sections on mineralisation, immobilisation andon nitrogen uptake by plant roots.

3.3.2 Approaches of the model CERES-N

3.3.2.1 Urea-Hydrolysis To simulate urea hydrolysis, a maximum first order hydrolysis

rate is estimated for each soil layer from the organic carboncontentCorg [kg ha−1] and the

pH-value of the layer:

kHS = min(0, 25;−1, 12 + 1, 13 Corg + 0, 203 vpH − 0, 155 Corg vpH) (544)

kHS hydrolysis rate[d−1] of the soil layer

Corg organic carbon content[kg ha−1] of the soil layer

vpH pH value[1] of the soil layer

For each soil layer then results the actual hydrolysis rate per day and hence the sink due to

urea-N decomposition in the soil layerΦHS [kg ha−1d−1] by multiplying with the mini-

mum of the reduction functions of temperaturefT [1] and moisturefθ [1] and considering

the amount of urea-NNHS [kg ha−1] present in the soil layer:

ΦHS = kHS min(fT ; fθ) NHS (545)

where the reduction functionfT [1] of soil temperatureT [◦C] is given by

fT = max(T/40, 0◦C+ 0, 2; 0, 0) (546)
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and the reduction function of soil moisturefθ [1] results from

fθ = min[max(α; 0, 0) + 0, 2; 1, 0] (547)

and

α =

{
(θ − 0, 5 θpwp)/(θfc − 0, 5 θpwp) for θ ≤ θfc

1, 0 − 0, 5 (θ − θfc)/(θmax − θfc) for θ > θfc
(548)

θ actual vol. water content[mm3 mm−3]

θfc vol. water content at field capacity[mm3 mm−3]

θpwp vol. water content at permanent wilting point[mm3 mm−3]

θmax maximal vol. water content[mm3 mm−3], see eq. (486).

The amount of nitrogen released by urea hydrolysis is added to the ammonium-nitrogen

pool of the respective soil layer. After 21 days, the remaining urea-N stock is considered to

be completely hydrolysed and is also added to ammonium-N.

3.3.2.2 Nitrification The Ammonium-sinkΦNit [kg ha−1 d−1] due to nitrification is

modelled per soil layer by a nitrification ratekNit [kg ha−1 d−1], which is controlled by

Michaelis-Menten kinetics dependent on the ammonium-N mass fraction in the soil layer

cNH [mg N/kg soil]:

ΦNit = kNit = kNit,max fNit cNH/(cNH +KNit) NNH (549)

ΦNit ammonium-N sink by nitrification[kg ha−1 d−1]

kNit nitrification rate[d−1]

NNH ammonium-N amount in the soil layer[kg ha−1]

cNH ammonium-N fraction in the soil layer[mg kg−1]

KNit Michaelis-Menten or half-saturation constant (=90,0)[mg kg−1]

kNit,max relativ maximal nitrification rate (=40,0)[d−1]

fNit reduction function of nitrification[1]

The reduction function of nitrificationfNit [1] is here the minimal value of the moisture

reduction factorfθ [1], the temperature reduction factorfT [1], the pH valuefpH and the

relative nitrification potentialNitP [1]:

fNit = min(fθ; fT ; fpH ;NitP ) (550)
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The moisture reduction factor of nitrification results from:

fθ =

{
(θ − θpwp)/(θfc − θpwp) for θ ≤ θfc

1, 0 − (θ − θfc)/(θmax − θfc) for θ > θfc
(551)

θ actual vol. water content[mm3 mm−3]

θfc vol. water content at field capacity[mm3 mm−3]

θpwp vol. water content at permanent wilting point[mm3 mm−3]

θmax maximal vol. water content[mm3 mm−3], see eq. (486).

The temperature reduction factorfT [1] is calculated from the soil temperatureT [◦C] by:

fT = max(T/30◦C; 0, 0) (552)

The pH factor is determined by

fpH =





(pH − 4, 5)/1, 5 for pH < 6, 0

1, 0 for 6, 0 ≤ pH ≤ 8, 0

9, 0 − pH for pH > 8, 0

(553)

and the relative nitrification potentialNitP [1] is estimated from the nitrification potential

of the day beforeNitPalt [1] by

NitP = NitPalt exp[2, 302 min(fc; fT ; fθ)] (554)

where the concentration factorfc [1], which describes a nitrification inhibition due to low

ammonium concentrationcNH [mg N/kg Boden] is defined by

fc = 1, 0 − exp(−0, 01363 cNH) (555)

The nitrified ammonium-N is added to the nitrate-N pool of thesoil, the intermediate step

of nitrite production is not modeled.

3.3.3 N2O-production during nitrification according to EXPERT-N

To quantify the production of N2O during nitrification, it is assumed that the N2O-

production rate is directly proportional to the nitrification rate, where the nitrification in

EXPERT-N is modeled as in the LEACHN model by first order kinetics.

Therefore, the N2O-production rate during nitrificationkNit,N2O [mg dm−3 d−1] is given

by

kNit,N2O = β kNit , (556)

whereβ = 0, 01 [1] represents the constant proportionality factor andkNit [mg dm
−3 d−1]

denotes the nitrification rate, see also equation (542).
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3.4 Denitrification

Denitrification is the dissimilatory reduction of nitrate via nitrite to the gaseous compounds

NO, N2O andN2. It is a microbial process which takes place under anaerobicconditions,

when microbes utilize oxidized nitrogen compounds as a terminal electron acceptor. The

process is influenced by the organic carbon content, the oxygen supply, the temperature and

the pH value of the soil.

3.4.1 Approaches of the models SOILN and LEACHN

The source- and sink-term of nitrateΦNO is obtained from the source by nitrificationΦNit
and the sinks by immobilisationΦImmNO , by nitrate uptake by plant rootsΦWNO (root-

nitrate uptake) and by denitrificationΦDen :

ΦNO = ΦNit −ΦImmNO − ΦWNO −ΦDen (557)

The process of denitrification is calculated per soil layer by the model SOILN according to

ΦDen = kDen cNO/[cNO +KNO] eθ,Den eT (558)

resp. by the model LEACHN from

ΦDen = kDen c
2
NO/[cNO +KNO] eθ,Den eT (559)

ΦDen nitrat-N sink by denitrification[mg dm−3 d−1]

kDen denitrification rate[d−1]

cNO nitrate concentration in soil solution[mg dm−3]

KNO half saturation constant or Michaelis-Menten constantmg dm−3]

eθ,Den reduction function of water content[1] for the denitrification rate

eT reduction function of soil temperature[1] for the denitrification rat according to eq. (541),

where the reduction function of water contenteθ,Den is defined by:

eθ,Den = max{0, 0; [(θ − 0, 6 θsat)/(θsat − 0, 6 θsat)]}2, (560)

andθsat denotes the saturated volumetric water content[mm3 mm−3] here assumed to be

identical to the porosity of the soil layer. By the model LEACHN the denitrification rate,

as defined for the model SOILN (Johnsson et al., 1987), is conceived as a rate constant of

first order kinetics to describe denitrification. It is therefore additionally multiplied by the

nitrate concentration.

Furthermore, it is assumed that denitrification per day can consume only a maximum of

10% of the carbon available from fresh organic matter, humusand organic fertilizer. The

remaining sinksΦImmNO andΦWNO are explained in the sections on mineralisation and

immobilisation, as well as on nitrogen uptake by plants.
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3.4.2 Approaches of the model CERES-N

By the models CERES-N (Godwin and Jones 1991) and N-SIM (Engel 1991) denitrification

is only calculated, if the actual soil water content exceedsthe water content at field capacity,

if the soil temperature is higher than1, 0◦C and the nitrate amount within the soil layer is

above 1,0 mg/kg soil. The nitrate-N sink by denitrificationΦDen [kg ha−1 d−1] per soil

layer results from the denitrification ratekDen [d−1], a first order rate, and the nitrate-

N contentNNO [kg ha−1] of the soil layer. The denitrification ratekDen [d−1] itself is

composed by the reduction functions of soil temperaturefT [1] and of water contentfθ[1]

and by the content of dissolved organic carbonCDOC [mg kg−1] as well as by the optimal

ratekDen,max (= 6, 0 10−5mg−1 kg d−1):

ΦDen = kDen NNO = 6, 0 10−5 fT fθ CDOC NNO (561)

For this formula the reduction functions are calculated in case of soil temperatureT [◦C]

by

fT = 0, 1 exp(0, 046 T ) (562)

and in case of volumetric soil water contentθ [mm3 mm−3] by

fθ = 1, 0 − (θmax − θ)/(θmax − θfc) (563)

fθ reduction factor fo water content for denitrification[1]

θmax maximal vol. water content of the soil layer[mm3 mm−3]

θ actual vol. water content of the soil layer[mm3 mm−3]

θfc vol. water content at field capacity[mm3 mm−3] of the soil layer

and further the dissolved organic carbon contentCDOC [mg kg−1] is estimated by

CDOC = 24, 5 + 0, 31 (0, 58 CHUM + 0, 4 CKH)/(ρs ∆z) (564)

CDOC dissolved organic carbon content of the soil layer[mg kg−1]

CHUM carbon content of the stable organic matter pool (humus pool) [kg ha−1] of the soil layer

CKH carbo-hydrates of the pool of fresh organic matter (FOM)[kg ha−1] of the soil layer

ρs soil bulk density of the soil layer[kg dm−3]

∆z thickness of the soil layer[mm]
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3.4.3 Approaches of the model EXPERT-N

Instead of describing the denitrification as a single process, it can also be simulated in two

steps as a reduction from nitrate to N2O and as a subsequent reduction from N2O to N2. This

is the concept followed by the model EXPERT-N. Also in this case, the nitrate reduction to

the intermediate product nitrite and the NO formation occurring during this process are not

directly taken into account here either, only the N2O-production is explicitly described as a

sub-process of denitrification.

3.4.3.1 N2O Production The N2O production ratekden,N2O [mg dm−3 d−1] during

denitrification in the respective soil layer is estimated bythe following equation:

kden,N2O = kden,N2O,max eθ,d eNO3
eT (565)

kden,N2O N2O production rate during denitrification[mg cm−3 d−1]

kden,N2O,max maximal N2O production rate during denitrification[mg cm−3 d−1]

eθ,d red.-fct. of water content [1] eNO3
red.-fct. of nitrate content [1]

eT red.-fct. of soil temperature [1]

The reduction functioneθ,d [1] of volumetric water contentθ here represents the availability

of soil oxygen (O2) (Johnsson et al., 1987), see also equation (560): At good aeration of

the soil, the O2 diffusion from the atmosphere into the soil air is not impeded. If, however,

the air-carrying pores of the soil are increasingly filled with water, O2 must diffuse through

water films. This slows down the O2 transport into the soil considerably, since the O2

diffusion coefficient in water compared to that in air is muchlower, approximately by the

factor10−5. Therefore, at high water contents above a certain threshold valueθd, low O2

concentrations occur in the soil, in particular if the O2 consumption due to the respiration

of soil microorganisms and plants is higher than the then lower O2 replenishment.

This fact is described by the functioneθ,d. Belowθd it is zero, i.e. the soil is well supplied

with O2 and there is no denitrification. Above the limit, the O2-concentration is lower,

denitrification may occur and with increasing water content, N2O production may increase:

eθ,d =

[
max

(
(θ − θd)

(θsat − θd)
, 0

)]2
(566)

eθ,d reduction function of water content [1]

θd vol. water content-limit value of denitrification[mm3 mm−3]

θsat saturated vol. water content[mm3 mm−3] θ vol. water content[mm3 mm−3] .

The possible limitation of the N2O-production by low availability of soil nitrate-N is repre-

sented by the following reduction function of nitrateeNO3
. It is given by an half-saturation

constantKNO3
[mg dm−3] of the nitrate-N concentration in soil solution:
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eNO3
=

θ cNO3

θ cNO3
+KNO3

(567)

eNO3
red.-fct. of nitrate-N content [1] θ vol. water content[mm3 mm−3]

cNO3
nitrate-N concentration[mg dm−3] in soil solution

KNO3
half saturation constant of of nitrat-N for N2O-production[mg dm−3] .

Finally the impact of soil temperatureT [◦C] on the N2O-production rate is modelled using

the functioneT [1], which is defined by the following equation

eT = Q
(T−TB)/10
10 (568)

for a givenQ10-value [1] and a given base temperatureTB [◦C].

3.4.3.2 N2O-Reduction to N2 The further reduction of N2O to N2 is described depend-

ing on the chosen N2O-transport model. For the simpler model it is assumed, thatthe N2O

amount of the net N2O production within the total soil profile is emitted immediately to the

atmosphere. In this case the reduction ratekred,N2
of N2O to N2 [mg dm

−3 d−1] is defined

assuming a direct proportionality to the net N2O-production ratekden,N2O [mg dm−3 d−1]

by a proportionality factorγ [1] (constant N2 to N2O ratio ):

kred,N2
= γ kden,N2O (569)

The net-N2O-emission rateΦem,N2O [mg m−2] from the soil profile of depthℓ [mm] results

then from:

Φem,N2O =

∫ z=0

z=ℓ
kden,N2O (1− γ) dz . (570)

If the more complex N2O-transport model is chosen, which is based on a convection-

dispersion equation, the reduction of N2O to N2 can be described by a first order reaction.

The resulting N2 to N2O ratio then in general is not any more constant (variable N2 to N2O

ratio ). The reduction ratekred,N2
of N2O to N2 [mg dm

−3 d−1] is then defined as follows:

kred,N2
= kred,N2,max eθ,d eT eI θ KH cN2O (571)

kred,N2,max maximal reduction rate of N2O to N2 [mg dm
−3 d−1]

cN2O N2O-N concentration[mg dm−3] in soil air

KH Henry constant of N2O which represents the N2O distribution coefficient

between the gaseous and the liquid phase of N2O in the soil[1]

eθ,d red.-fct. of water content [1] eNO3
red.-fct. of nitrate content [1]

eT red.-fct. of soil temperature [1] θ vol. water content[mm3 mm−3]
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Here, the functionseθ,d andeT are the same as for the N2O-production rate. Whereas the

function eI [1], which represents the effect of inhibition on the reductionof N2O to N2 at

very high nitrate solute concentrations, is described by the following approach:

eI =
I3NO3

(θ cNO3
)3 + I3NO3

(572)

cNO3
nitrate-N concentration in soil solution[mg dm−3]θ vol. water content[mm3 mm−3]

INO3
inhibition constant for N2O-production[mg dm−3] of nitrate-N .

3.4.3.3 Frost-Thaw Effect In winter, under the influence of intense frost-thaw cycles,

strongly increased N2O releases may occur (Flessa et al., 1995; Kaiser and Heinemeyer,

1996; Mosier et al., 1996). The causes for the N2O emissions from frost and thaw events

are not yet fully clarified. On the one hand N2O, which is formed in deeper soil and pos-

sibly accumulates under an ice layer may be set free during a thawing phase (Goodroad

and Keeney, 1984; Burton and Beauchamps, 1994), on the otherhand, death of micro-

bial biomass and the destruction of soil aggregates may leadto increased release of easily

available carbon and nitrogen compounds and hence to increased microbial activity (Chris-

tensen and Tiedje, 1990; Christensen and Christensen, 1991). In the model EXPERT-N it

is assumed that the increased winter emissions are mainly caused by an increased N2O

production rate during denitrification, as the thawing phases most often lead to high water

contents in the topsoil. Since the pursued model approach however is very simple, in the

end it will not be distinguished between the release of newlyformed or the release of possi-

bly enclosed accumulated N2O amounts. The increased N2O release will be modeled by an

increase in the N2O production rate by use of an amplification function of thawing ethw [1]

in analogy to reduction functions. For this, it is assumed that ethw is directly proportional

to the change rate of the ice contentθice [1] in the soil, which is negative during thawing,

when the ice content decreases:

ethw = Cthw max
(
− ∂θice

∂t
, 0
)

(573)

Cthw amplification factor of the amplification function [1]

Thus we finally get the extended model for the N2O-production rate during denitrification:

kden,N2O = kden,N2O,max eθ,d eNO3
eT (1 + ethw) (574)

kden,N2O N2O-production rate during denitrification[mg cm−3 d−1]

kden,N2O,max maximal N2O-production rate during denitrification[mg cm−3 d−1]

eθ,d red.-fct. of water content [1] eNO3
red.-fct. of nitrate content [1]

eT red.-fct. of soil temperature [1] ethw amplification fct. of thawing [1]
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3.4.3.4 Rewetting Effect To be able to describe the observed increase of N2O emis-

sions, as it occurs if the soil is rewetted after a longer timeperiod without noteworthy rain-

fall events (Mosier and Hutchinson, 1981; Cates and Keeney,1987; Hansen et al., 1993;

de Klein and van Logtestijn, 1994; Flessa et al., 1995), the N2O production model was fur-

ther extended. It is assumed that the rewetting effect is triggered during more heavy rains

of more than 10 mm water column per m2 and that the effectiveness of a rewetting event

on the N2O production and denitrification depends on the last rewetting cycle that occurred.

This dependency is represented by a measureF [mm] that indicates the drying of the soil

by the cumulative potential evapotranspirationET [mm] minus the cumulative RainfallN

[mm] since the last rewetting:

F (tj) =

∫ tj

tj−1

ET (t)−N(t) dt (575)

wheretj [d] denotes the actual time andtj−1 [d] the time of the last rewetting event. The

maximal effectiveness factor of rewettingfrew,max [1] at timetj is then given by:

frew,max(tj) = min(
F (tj)

Frew,max
, 1) (576)

whereFrew,max = 20 [mm] denotes the cumulative potential evapotranspiration, which

has at least to occur since the last rewetting event to exert amaximal effect on the N2O-

production during denitrification. To describe the often observed time delay until the reach-

ing of the maximal denitrification rate after rewetting and also to reflect the duration of the

rewetting effect, an actual effective rewetting factor frew [1] is introduced:

frew(t) = g(t− tj) frew,max(tj) for tj ≤ t ≤ tj + 7 , (577)

wheretj [d] is the time of the occurrence of the rewetting event andg(t) [1] is given by the

following definition:

g(t) =





t/2 for 0 ≤ t ≤ 2

1 for 2 < t ≤ 3

1− (t− 3)/4 for 3 < t ≤ 7

(578)

The effective rewetting factorfrew is then used to simulate the increased N2O-production

during denitrification after rewetting.
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This is achieved by increasing the N2O-production rate

kden,N2O = kden,N2O,max ẽθ,d ẽNO3
eT (1 + ethw) (579)

kden,N2O N2O production rate during denitrification[mg cm−3 d−1]

kden,N2O,max maximal N2O production rate during denitrification[mg cm−3 d−1]

ẽθ,d modified reduction function of water content [1]

ẽNO3
modified reduction function of nitrate content [1]

eT reduction function of soil temperature [1]

ethw amplification function of thawing [1]

due to a modification of the reduction functions of water and nitrate content. For this the

limiting water content valueθd for the occurrence of denitrification is diminished by use

of the effective rewetting factorfrew to consider in this way the increased O2-consumption

caused by increased soil microbial activity after rewetting:

θ̃d = (1− αθ frew) θd for αθ =
1

3
(580)

The insertion of the modified limiting water contentθ̃d leads to a modification of the reduc-

tion functionẽθ,d of water content [1]:

ẽθ,d =

[
max

(
(θ − θ̃d)

(θsat − θ̃d)
, 0

)]2
(581)

ẽθ,d modified reduction function of water content [1]

θ vol. water content[mm3 mm−3]

θ̃d modified limiting water content for the occurrence of denitrification [mm3 mm−3]

θsat saturated vol. water content[mm3 mm−3] .

Additionally, in case of rewetting the nitrate limitation of denitrification is assumed to be

lowered, to simulate the higher nitrate availability in a rewetted soil. Therefore, also the

reduction function of nitrate content is adapted:

ẽNO3
= max(eNO3

, αNO3
frew) with αNO3

= 0.8 (582)

ẽNO3
modified reduction function of nitrate content [1]

eNO3
original reduction function of nitrate content [1]

frew effective rewetting factor [1] .
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3.5 Mineralisation and Immobilisation

Mineralisation refers to the release of mineral carbon and nitrogen compounds during the

decomposition of organic matter. Immobilisation is definedas the conversion of inorganic

compounds into organic form. Both are microbial processes that are mostly in equilibrium.

Immobilisation occurs when microorganisms require inorganic compounds for the synthesis

of endogenous protein compounds. For example, if crop residues with a wide C/N ratio are

incorporated into the soil during agricultural land use, the balance between both processes

can be shifted, so that a net nitrogen immobilisation can occur for a certain time. Only when

a sufficient amount of carbon from the crop residues is decomposed and partly mineralised

by the soil microorganisms , i.e. partly respired toCO2, does a net N-mineralization occur,

until finally an equilibrium is restored. The nitrogen mineralised from the organic matter

of the soil usually makes a considerable contribution to thenitrogen nutrition of the plant,

which must be taken into account when applying fertiliser appropriate for the site.

3.5.1 Approaches of the model SOILN

The model concept of Johnsson et al. (1987) distinguishes between three different pools

of organically bound N in the soil and correspondingly between three sources of available

carbon for the decomposition by soil microorganisms. Thesethree pools of organic matter

consist of

• a fast decomposable organic matter pool derived from plant litter, which represents

the complex of fresh organic matter and microbial biomass (’lit’ for litter),

• a slowly decomposable organic matter pool, which represents the humus pool (’hum’

for humus), and

• an organic matter pool, which derives from organic fertilizers mainly composed of

animal faeces (’man’ for manure) and which differs substantially in its chemical com-

position from plant residues, i.e. from the complex of freshorganic matter.

To describe the N-mineralisation and N-immobilisation of these three fractions of organic

matter it is assumed, that

• the N-demand for the internal carbon cycle and humus formation is determined by a

constant C/N-ratio of the decomposing microbial biomass and the newly built humus

fraction, and, that

• during C-decomposition mineral N is immobilised or released by the soil microor-

ganisms according to the actual C/N ratio of the decomposed organic matter.
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3.5.1.1 C-Mineralisation The decomposition ofC-compounds from fresh organic mat-

ter is caused by a reaction of first order with constant mineralisation rateklit [d−1], which

is adapted to the actual water content and temperature of theconsidered soil layer by the

reduction functionseθ andeT . We then get for the C-amountClit,dec [kg ha−1], which is

decomposed from fresh organic matter:

dClit,dec
dt

= klit eθ eT Clit (583)

Clit C-amount in fr. org. matter[kg ha−1] klit mineralisation rate of fr. org. matter[d−1]

eθ reduction fct. of water content[1] eT reduction fct. of temperature[1]

The efficiency factorfe [1] , which relates theC-amount newly immobilised in microbial

biomass and humus to the total amount of decomposedC, determines together with the

humus formation factorfh [1] the partitioning of the decomposedC to humus, microbial

biomass andCO2 [kg ha
−1] respiration:

dClit,CO2

dt
= ( 1 − fe )

dClit,dec
dt

(584)

dClit,hum
dt

= fe fh
dClit,dec
dt

(585)

dClit,lit
dt

= fe ( 1 − fh )
dClit,dec
dt

(586)

Clit,dec decomposed C-amount from fresh organic matter[kg ha−1]

Clit,CO2
C-amount decomposed toCO2 from fr. org. matter[kg ha−1]

Clit,hum C-amount decomposed from fr. org. matter, immobilised in humus[kg ha−1]

Clit,lit C-amount decomposed from fr. org. matter, immobilised in microbial biomass[kg ha−1]

fe efficiency factor[1] fh humus formation factor[1]

For the C-amountClit [kg ha−1] decomposed from fresh organic matter one gets in total:

dClit
dt

= [−fhfe − (1− fe)]
dClit,dec
dt

= [−fhfe − (1− fe)] klit eθ eT Clit (587)

Similarly one gets the C-amount decomposed from manure fertiliser Cman [kg ha−1]:

dCman
dt

= [ − fh fe − ( 1 − fe ) ] kman eθ eT Cman (588)

For the C-amount of humusChum [kg ha−1] one gets by additionally recognising the humus

mineralisation as a first order reaction with constant reaction ratekhum [d−1]):

dChum
dt

= [ fe fh ( klitClit + kmanCman )− khumChum ] eθ eT (589)
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and finally for the C-amountCCO2
[kg ha−1] of the mineralised, respiredCO2:

dCCO2

dt
= [ ( 1 − fe ) ( klitClit + kmanCman ) + khumChum ] eθ eT (590)

Clit C-amount of fr. org. matter[kg ha−1] klit mineralisation rate of fr. org. matter[d−1]

Cman C-amount of manure fertiliser[kg ha−1] kman mineralisation rate of org. man. fertiliser[d−1]

Chum C-amount of humus[kg ha−1] khum mineralisation rate of humus[d−1]

eθ reduction fct. of water content[1] eT reduction fct. of temperature[1]

fe efficiency factor[1] fh humus formation factor[1]

3.5.1.2 N-Mineralisation The N-mineralisation resp. the N-immobilisation which oc-

curs by the decomposition of fresh organic matter is described by:

dNlit,NH

dt
= (

1

fC/N,lit
− fe

ro
)
dClit,dec
dt

(591)

Clit,dec C-amount decomposed from fresh organic matter[kg ha−1]

Nlit,NH N-amount of ammonium mineralised from fr. org. matter[kg ha−1]

fC/N,lit actual C/N-ratio of fr. org. matter[1]

fe efficiency factor of C-decomposition[1]

ro C/N-ratio of decomposing microbial biomass[1]

i.e. by the difference between the N-amount decomposed to ammonium-N according to the

C/N-ratio fC/N,lit and the N-amount fixed by the microbial biomass during decomposition.

Switching between mineralisation and immobilisation occurs at a fresh organic matter C/N-

ratio of ro/fe , i.e. if fC/N,lit = ro/fe . Analogously results for the N-amountNlit,hum

[kg ha−1] fixed by the humus pool during humus formation when fresh organic matter is

decomposed:

dNlit,hum

dt
=

fe fh
ro

dClit,dec
dt

(592)

For the different fractions of organic matter (lit,man, hum) then results:

dNlit

dt
= [ − 1

fC/N,lit
+

fe
ro

( 1 − fh ) ] klit eθ eT Clit (593)

dNman

dt
= [ − 1

fC/N,man
+

fe
ro

( 1 − fh ) ] kman eθ eT Cman (594)

dNhum

dt
= [

fe fh
ro

( klitClit + kmanCman)− khumNhum ] eθ eT (595)
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Nlit N-amount of fr. org. matter[kg ha−1] Nman N-amount of manure fertiliser[kg ha−1]

Nhum N-amount of humus[kg ha−1] khum mineralisation rate of humus[d−1]

Clit C-amount of fr. org. matter[kg ha−1] klit mineralisation rate of fr. org. matter[d−1]

Cman C-amount of manure fertiliser[kg ha−1] kman mineralisation rate of manure fertiliser[d−1]

eθ reduction fct. of water content[1] eT reduction fct. of temperature[1]

fe efficiency factor[1] fh humus formation factor[1]

ro C/N-ratio of the decomposing microbial biomass[1]

fC/N,x C/N-ratio[1] of fresh organic matter resp. manure fertiliser(x = lit,man)

and finally result the sink resp. source terms of the solute transport equations, see (420), per

numerical layer, if divided by the layer thickness of the respective layer∆z [mm] to convert

from amountsΦI [kg ha−1] to concentrationsSc,I [mg dm−3], i.e. Sc,I = ΦI/∆z :

ΦMin = { khumNhum + max[ 0, 0; (
1

fC/N,lit
− fe

ro
) ] klitClit

+ max[ 0, 0; (
1

fC/N,man
− fe

ro
) ] kmanCman } eθ eT (596)

ΦImm,NH = {min[ 0, 0; (
1

fC/N,lit
− fe

ro
) ] klitClit

+ min[ 0, 0; (
1

fC/N,man
− fe

ro
)] kmanCman } rNH eθ eT (597)

ΦImm,NO = ΦImm,NH
rNO
rNH

(598)

where

rNH =
( θ + ρsKd,NH) cNH

( θ + ρsKd,NH) cNH + θ cNO
, rNO = 1− rNH

ΦMin ammonium-N source by mineralisation[kg ha−1 d−1]

ΦImm,NH ammonium-N sink by immobilisation[kg ha−1 d−1]

ΦImm,NO nitrate sink by immobilisation[kg ha−1 d−1]

rNH ratio of ammonium-N to ammonium- and nitrate-N[1]

rNO ratio of nitrate-N to ammonium- and nitrate-N[1]

θ volumetric water content[mm3 mm−3]

ρs soil bulk density[kg dm−3]

Kd,NH adsorption coefficient of ammonium-N[dm3 kg−1]

cNH ammonium-N concentration in soil solution[mg dm−3]

cNO nitrate-N concentration in soil solution[mg dm−3]
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3.5.2 Approaches of the Model CERES-N

The approach chosen in the models CERES and N-SIM to describemineralisation and im-

mobilisation is based on the PAPRAN model. (Seligman and vanKeulen, 1981). It is an

attempt to simulate the functionality of models describingthe processes at the microorgan-

ism level with very simple approaches. Mineralisation and immobilisation of Nitrogen are

modeled by the degradation of organic matter using first order reaction rates. The model

distinguishes between fresh organic matter (FOM), composed of harvest residues and green

manure, and a pool of more stable organic matter, the humus pool (HUM).

3.5.2.1 C-Mineralisation The pool of FOM[kg ha−1] is further divided into the frac-

tions carbohydrates, cellulose and lignin. The decomposition rates of these FOM-fractions

kI [d−1] with index I = CH for carbohydrate,I = CL for cellulose undI = LI for

Lignin are defined by the maximal decomposition rateskI,max [d−1] and by the following

equations:

kI = kI,max fθ fT fC/N (599)

fθ reduction fct. of water content[1] fT reduction fct. of temperature[1]

fC/N reduction factor due to N-limitation during decompositionof FOM [1]

kI,max maximal decomposition rates[d−1] of FOM (carbohydratesCH , celluloseCL, lignin LI)

The maximal decomposition rateskI,max [d−1], which are applied for FOM decomposi-

tion under optimal, nonlimiting conditions, are given bykCH,max = 0, 2 d−1, kCL,max =

0, 05 d−1 undkLI,max = 0, 0095 d−1. This means for the decomposition of carbohydrates,

that under favourable conditions 20% of this fraction are decomposed within one day.

The water content functionfθ [1] considers the impact of soil moisture on the mineralisation.

fθ =

{
(θ − 0, 5 θpwp)/(θfc − 0, 5 θpwp) for θ ≤ θfc

1, 0 − 0, 5 (θ − θfc)/(θmax − θfc) for θ > θfc
(600)

fθ reduction fct. of water content[1] θ act. vol. water content[mm3 mm−3]

θpwp vol. water content at permanent Wilting point[mm3 mm−3]

θfc vol. water content at fieldcapacity[mm3 mm−3]

θmax maximal vol. water content[mm3 mm−3], see eq.. (226)

According to Myers et al. (1982) and Linn und Doran (1984) optimal conditions of mineral-

isations are given at water content within the range of fieldcapacity. With decreasing water

contents the mineralisation will be restricted, but only comes to a standstill when the soil is

air dry (50% of the water content at permanent wilting point). Under very wet conditions,

only half as much is mineralised as under optimal conditions.

The temperature functionfT [1], which considers the impact of soil temperatureT of the

respective soil layer on the mineralisation within this layer, is given by:
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fT =





0, 0 for T < 0, 0◦C

T/30◦C for 0, 0◦C ≤ T ≤ 30◦C

1, 0 for T > 30◦C

(601)

The third reduction factorfC/N [1], which indicates the possible inhibition of mineralisation

by the C/N ratio of the crop residues inorporated into the soil, is calculated according to the

following formula

fC/N = exp{−0, 693 [CFOM/(NFOM + Nmin)− 25, 0]/25, 0} (602)

where the C/N ratio establishing in the soil is derived from the carbon contained in the fresh

organic matterCFOM [kg ha−1] (40% C fraction of total FOM) and the nitrogen available

for the decomposition process (N in fresh organic matterNFOM [kg ha−1] and mineral

nitrogenNmin [kg ha−1]).

3.5.2.2 N-Mineralisation The NitrogenNFOM,min [kg ha−1] mineralised from the

fractions of fresh organic matter(FOM) having a dry weightWFOM [kg ha−1] per time

step and soil layer is the sum of the respective proportions of the fractionsfI [1] in the

total amount of FOM, the respective mineralisation rateskI [d
−1] and the nitrogen amount

NFOM [kg ha−1] of FOM:

d WFOM,min

dt
= (kKH fKH + kZL fZL + kLI fLI) FOM (603)

d NFOM,min

dt
=

NFOM

WFOM

d WFOM,min

dt
(604)

When FOM is decomposed, the soil microorganisms themselvesneed nitrogen to build up

their own biomass, i.e. a certain proportion of the FOM nitrogenNFOM,imm[kg ha
−1]

is immobilised during the mineralisation process . This N portion is calculated from the

portion which cannot be covered by the N from the FOM, i.e. which cannot be mineralised

and is therefore withdrawn from the soil pool of mineral N:

d NFOM,imm

dt
= 0, 02 min(

d WFOM,min

dt
;
Nmin

1, 0d
) (605)

Thereby it is assumed that the N-demand of the microbial biomass accounts for 2% of the

total FOM during FOM decomposition. This value of 2% resultsfrom the C component of

the FOM (=40%), the biological effectiveness of the microbial C decomposition (= 0.4) and

the reciprocal of the C/N-ratio of the soil microorganisms (= 0.125).
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The net N-Mineralisierung from FOM finally results from:

d NFOM

dt
=
d NFOM,imm

dt
− d NFOM,min

dt
(606)

and the decomposition of total FOM from:

d WFOM

dt
= −d WFOM,min

dt
(607)

In a similar way as the decomposition of FOM, the decomposition of the more stable organic

matter, the humus fraction (HUM) is modeled. The N-release from the organic nitrogen

NHUM [kg ha−1] bound in the humus pool occurs with a very small decomposition rate

of first orderkHUM = 0.83 10−4d−1 under consideration of the humidity and temperature

functions as used in describing the FOM decomposition:

d NHUM,min

dt
= kHUM fθ fT NHUM (608)

For the decomposition of humus dry matterWHUM [kg ha−1] and the nitrogen in humus

NHUM [kg ha−1] it is assumed, that 20% of the nitrogen released from fresh organic matter

(FOM) is determined in the form of N compounds, that are difficult to degrade and thus are

attributable to the humus fraction. Further, a N-content of4% is assumed for the forming

humus (C-content:40%, C/N-ratio: 10,0):

d NHUM

dt
= −d NHUM,min

dt
+ 0, 2

d NFOM,min

dt
(609)

d WHUM

dt
=

1

0, 04

d NHUM

dt
(610)

In total, a sink term by mineralisation is obtained for the organic bound nitrogen and thus a

source term for the ammonium nitrogenΦMin [kg ha−1 d−1]

ΦMin =
d NFOM,min

dt
+

d NHUM,min

dt
(611)

and also a sink term for ammonium-N by immobilisationΦImm,NH [kg ha−1 d−1]

ΦImm,NH = 0, 2
d NFOM,min

dt
+

d NFOM,imm

dt
(612)
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3.5.3 Approach of the model DAISY

The model for the turnover of the organic matter, which is used in the model DAISY (Svend-

sen et al., 1995), distinguishes three soil organic matter pools: the fresh organic matter AOM

supplied (added organic matter), the microbial biomass SMB(soil microbial biomass) and

the dead, soil-borne organic matter SOM (soil organic matter). Each of these pools of or-

ganic matter is divided into two sub-pools, which are each further subdivided by assignment

of a different constant carbon-nitrogen ratio and a different decomposition rate.

Thus, the supply of soil-borne organic substance SOM is divided into the sub-pools SOM1

and SOM2. SOM1 is the more chemically stabilized organic matter consisting of organic

compounds that are biologically difficult to decompose. SOM2 consists of the more phys-

ically stabilized organic matter, which is protected against biological decomposition by

adsorption to soil colloids or by inclusion into soil aggregates.

3.5.3.1 C-Mineralisation The decomposition rates of SOM1 and SOM2 are impacted

by the soil temperature T[◦C], by the soil water content represented as soil matric potential

h [kPa] and by the clay content[%]. The rates are described by first order reaction kinetics

with rate constantskSOMi [d
−1] and reduction functions of temperaturegT [1], of soil water

contentgh [1] and of clay contentgclay [1] using

dCSOMi,dec

dt
= kSOMi gT gh gclay CSOMi, i = 1, 2 (613)

and the following abbreviations:

dCSOMi,dec/dt carbon decomposition rate ofSOMi [kg ha−1d−1]

CSOMi carbon amount of poolSOMi in the soil layeri [kg ha−1]

gT reduction function of soil temperature [1]

gh reduction function of soil water content [1] as function of

soil the matric potential h

gclay reduction function of clay content [1]

kSOMi rate constant of the first order rate ofSOMi-decomposition[d−1]

The abiotic reduction functions adapt the decomposition rates of organic matter, as they

occur under standard conditions, to the actual states of soil temperature, soil water and

clay content. The reduction function of clay content expresses the stronger physical and

chemical protection of more clayey soils against biological decomposition.
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The functiongclay [1] is defined by:

gclay(x) =

{
1 − 2 x 0 < x ≤ xl

1 − 2 xl x > xl
(614)

gclay(x) reduction function of clay content [1]

x clay content[kg kg−1]

xl limit value of the higher protection against decomposition

by clay content ( = 0,25[kg kg−1]

The turnover rates of soil organic matter are significantly influenced by soil temperature.

Although little is known about the turnover at temperaturesbelow 5◦C, it is assumed that

the rates near 0◦C tend to zero. Furthermore, it is assumed that the effect of soil temperature

increases linearly between 0-20◦C and exponentially with temperature in the range above

20◦C:

gT (T ) =





0 T ≤ 0◦C

0, 1 T 0 < T ≤ 20◦C

exp(0, 47 − 0, 027T + 0, 00193T 2) T > 20◦C

(615)

gT (T ) impact function of soil temperature [1]

T soil temperature [◦C]

To model the reduction function of water content it is assumed, that the turnover rate of soil

organic matter at a soil matric potential of pF=6.5 is almostzero and, that in the range of 1.5

< pF< 2.5 the turnover is optimal. Furthermore, it is assumed, that the function increases

linearly from a value of 0.6 at soil water saturation to 1.0 atpF = 1.5 and, that it linearly

decreases from 1.0 at pF = 2.5 to 0.0 at pF = 6.5:

gh(h) =





0.6 h ≥ −(10−2)

0.6 + 0.4 log(−100h)/1.5 −(10−2 > h ≥ −(10−0.5)

1.0 −(10−0.5) > h ≥ −(100.5)

1.0 − log(−100h)/4.0 −(100.5 > h ≥ −(104.5)

0 −(104.5) > h

(616)

gh(h) reduction function of soil water content [1]

h soil matric potential[m] (water column)

Although the soil microbial biomass SMB usually accounts for only about three percent of

the organic bound carbon in soil, it is of great importance for the total soil C and N turnover

due to the production of exoenzymes and the turnover of organic matter dissolved in soil

water. In order to be able to describe a relatively stable, but also dynamic pool of micro-

bial biomass, a distinction is made between a stable fraction SMB1 and a dynamic fraction
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SMB2 of soil microbial biomass. The two components are characterized by different mor-

tality rates and different consumption of dissolved organic matter as substrate and energy

source.

For the microbial biomass pools SMB1 and SMB2, i.e. for the carbon pools

CSMBi [kg ha
−1] in the respective soil layer, the death and decomposition rates are again

described by first order rates and correspondingly given by maximal specific death rates

dSMBi [d
−1] and specific maintenance coefficientsmSMBi [d

−1]. With reduction functions

of temperaturegT [1], water contentgh [1] and clay fractiongclay [1] result the decomposi-

tion rates of microbial biomass carbonCSMBi,dec [kg ha
−1] i = 1, 2:

dCSMB1,dec

dt
= ( dSMB1 + mSMB1 ) gT gh gclay CSMB1 (617)

dCSMB2,dec

dt
= ( dSMB2 + mSMB2 ) gT gh CSMB2 (618)

and the death rates

dCSMB1,d

dt
= dSMB1 gT gh gclay CSMB1 (619)

dCSMB2,d

dt
= dSMB2 gT gh CSMB2 (620)

The added organic matter AOM can consist of stall manure or dung , slurry, green manure

and of plant residues left on the field after harvest. It is partitioned to the pools AOM1,

AOM2 and SOM2 corresponding to the quality of the characteristic fractionsfAOM1 [1],

fAOM2 [1], and1 − fAOM1 − fAOM2 [1] of the AOM. Thereby, AOM1 denotes the added

organic matter, which is more difficult to decompose and mainly consists of material from

cell walls.

AOM2 characterizes added, more easily decomposable matter, which is mainly composed

by water extractable cell compounds. For organic fertilizers, as for example for stall ma-

nure, for which partly already decomposition processes took place, a certain part of organic

matter is finally allocated to the SOM2 pool, which consists of lignin and other compounds

resistant to microbial degradation.

The decomposition ratesdCAOMi,dec/dt [kg ha
−1d−1] of carbonCAOMi [kg ha

−1] of

AOM1 resp. AOM2 are again given by raction kinetics of first order having rate constants

kAOMi [d
−1] and reduction functions:

dCAOMi,dec

dt
= kAOMi gT gh CAOMi, i = 1, 2 (621)



3.5 Mineralisation and Immobilisation 159

The addition of organic matter AOM is modeled by a Dirac-pulse function, such that the

addition occurs within a time step in between the time stepst0 andt0 +∆t:

I∆ =

{
IAOM

∆t , t0 ≤ t < t0 +∆t

0, sonst
(622)

I∆ input function[kg ha−1 d−1] per soil layer

IAOM input of organic matter[kg ha−1] per soil layer

t time [d]

∆t time step between consecutive time points of the simulation

The carbon balance of organic matter in the soil and its turnover within the six different soil

organic matter pools AOM1, AOM2, SMB1, SMB2, SOM1 and SOM2 isdescribed per soil

layer by the following six equations:

The change of the pools AOM1 and AOM2 is balanced from the input of organic matter

AOM, which is partitioned by means of the partition factorsfAOM1[1] andfAOM2[1], and

by the respective decomposition ratesdCAOMi,dec/dt [kg ha
−1d−1] of the pools:

dCAOM1

dt
= fAOM1 I∆ − dCAOM1,dec

dt
= fAOM1 I∆ − kAOM1 gT gh CAOM1 (623)

dCAOM2

dt
= fAOM2 I∆ − dCAOM2,dec

dt
= fAOM2 I∆ − kAOM2 gT gh CAOM2 (624)

The development of the stable microbial biomass pool is calculated by considering the car-

bon loss by death and the carbon yield by the microbial biomass

• from the decomposition of the more stable pooldCSOM1,dec/dt [kg ha
−1d−1] of soil

borne organic matter,

• from the fraction of the decomposition(1 − fSOM1) dCSOM2,dec/dt [kg ha
−1d−1]

of the more labile pool, which is not allocated to the stable pool SOM1 and is given

by the partition factor(1− fSOM1) [1],

• from the decomposition of the more stable poolfSMB1 dCAOM1,dec/dt of added

organic matter with partition factorfSMB1 [1]

• and the carbon consumption for maintenance respiration:

dCSMB1

dt
= eSMB1 [

dCSOM1,dec

dt
+ (1− fSOM1)

dCSOM2,dec

dt
+ (625)

+ fSMB1
dCAOM1,dec

dt
] − dCSMB1,dec

dt
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For the more dynamic and more labile pool of microbial biomass carbon results the carbon

balance

• by the substrate consumption rate of available dead microbial biomass, which does

not belong to the pool SOM2 gehört:(1−fSOM2) (dCSMB1,d/dt + dCSMB2,d/dt)

[kg ha−1d−1],

• by the decomposition rate of the stable pool of added organicmatter, which can be

faster consumed and is not used by the pool SMB1(1 − fSMB1) dCAOM1,dec/dt

[kg ha−1d−1] with partition factor(1− fSMB1) [1],

• by the decomposition rate of the labile pool of added organicmatterdCAOM2,dec/dt

[kg ha−1d−1]

• and by the decomposition rate of the microbial carbon pooldCSMB2,dec/dt

[kg ha−1d−1] given by maintenance metabolism and death:

dCSMB2

dt
= eSMB2 [ (1− fSOM2) (

dCSMB1,d

dt
+

dCSMB2,d

dt
) + (626)

+ (1− fSMB1)
dCAOM1,dec

dt
+

dCAOM2,dec

dt
] − dCSMB2,dec

dt

The change of both pools of organic matter, the SOM1 and the SOM2 pool, is calculated by

considering

• the respective decomposition ratesdCSOM1,dec/dt anddCSOM2,dec/dt of the pools

• the fraction of decomposed, more labile SOM2 poolfSOM1 dCSOM2,dec/dt, which

reaches by decomposition a more stable state, and gets part of the SOM1 pool

• the fraction of dead microbial biomassfSOM2(dCSMB1,d/dt+dCSMB2,d/dt), which

is not immediately used by microorganism as a substrate, butadded to the more labile

pool of organic mattter SOM2

• the fraction of added organic matter(1 − fAOM1 − fAOM2) I∆ added to the more

labile pool SOM2 :
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dCSOM1

dt
= fSOM1

dCSOM2,dec

dt
− dCSOM1,dec

dt
(627)

dCSOM2

dt
= (1− fAOM1 − fAOM2) I∆ + fSOM2 (

dCSMB1,d

dt
+
dCSMB2,d

dt
)

− dCSOM2,dec

dt
(628)

TheCO2 respiration of the soil microorganisms finally results by applying the efficiency

factorseSMB1 [1] andeSMB2 [1] and from the maintenance respiration:

dCCO2

dt
= (1− eSMB1)[

dCSOM1,dec

dt
+ (1− fSOM1)

dCSOM2,dec

dt
+ fSMB1

dCAOM1,dec

dt
]

+(1− eSMB2)[(1 − fSOM2)(
dCSMB1,d

dt
+
dCSMB2,d

dt
) + (1− fSMB1)

dCAOM1,dec

dt
]

+(1−eSMB2)
dCAOM2,dec

dt
+(

dCSMB1,dec

dt
− dCSMB1,d

dt
)+(

dCSMB2,dec

dt
− dCSMB2,d

dt
)

(629)

3.5.3.2 N-Mineralisation To calculate the C- and N-mineralisation-immobilisation-

turnover by the model concept of the model DAISY it is assumed, that the net N-

mineralisation can be determined mainly by

• the rates, by which the organic matter is dissolved in soil solution to build substrate

for the soil microorganisms

• the efficiency by which the soil microorganisms use dissolved organic matter

• the C/N-ratiosfC/N,x [1] assumed to be different constants for the differentpools of

organic matter (x = AOMi, SOMi), which are decomposed and

• the C/N-ratiosfC/N,SMBi [1] also assumed to be different constants for the different

pools of microorganismsSMBi [kg ha−1]

By this, the net N-mineralisation is mainly dependent on theN-storage in the soil organic

matter pools, the quality of these pools and their fixed C/N-ratios.
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From the C-balance of each single pool of organic matter and by the fixed C/N-ratios results

a total balance of the nitrogen bound to organic matter, which leads to an equation of the N-

mineralisation-immobilisation-turnoverΦNMIT [kg ha−1 d−1], of the net N-mineralisation

ΦMin [kg ha−1 d−1] and the net N-ImmobilisationΦImm [kg ha−1 d−1]:

ΦNMIT = f−1
C/N,AOM1

dCAOM1,dec

dt
+ f−1

C/N,AOM2

dCAOM2,dec

dt

+ f−1
C/N,SOM1

dCSOM1,dec

dt
+ f−1

C/N,SOM2

dCSOM2,dec

dt

− fSOM1 f
−1
C/N,SOM2

dCSOM2,dec

dt
(630)

− fSOM2 (f
−1
C/N,SMB1

dCSMB1,d

dt
+ f−1

C/N,SMB2

dCSMB2,d

dt
)

− f−1
C/N,SMB1

dCSMB1

dt
− f−1

C/N,SMB2

dCSMB2

dt

ΦMin = max{0;ΦNMIT } (631)

If the N-turnoverΦNMIT gets negative, i.e. if a net N-immobilisation takes place, this will

be limited by maximal specific immobilisation rateskimmNH,max [d
−1] for ammonium-N resp.

kimmNO,max [d−1] for nitrate-N, by which the soil microorganisms can providethemselves by

the mineral soil N-poolNNH +NNO [kg ha−1]:

ΦImm,NH = − min{0;max{ΦNMIT ;− kimmNH,max NNH}} (632)

ΦImm,NO = − min{0;max{ΦNMIT ;− kimmNO,max NNO}} (633)

ΦImm = ΦImmNH + ΦImmNO (634)
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3.5.4 Approaches of the model EXPERT-N

Further mineralisation models were implemented into the EXPERT-N model system. These

are the corresponding sub-models of NCSOIL (Molina et al., 1983), DNDC (Li et al., 1992)

and NITS (Birkenshaw and Ewen, 2000). In addition, a modifiedversion of the CERES

approach has been developed which, like the other models, considers C turnover instead of

dry matter turnover in the soil pools of fresh organic matterand humus and also describes

the resultingCO2 release. Also EXPERT-N own model variants for C- and N-mineralisation

were integrated, which are based on the models SOILN resp. NITS and additionally model

the pool of soil microorganisms involved in the turnover. Inaddition, a model was developed

to simulate the decomposition and mineralisation of organic matter standing or lying on the

surface of arable soils (Berkenkamp et al., 2002). This model also serves as a general surface

mineralisation model, which can partition the given input of soil organic matter supply to

the corresponding soil pools of the selected mineralisation model.

3.5.4.1 Organic Matter Turnover at the Soil Surface The model for the description of

turnover and decomposition of organic matter on the soil surface combines (i) the differen-

tiation of three pools of organic matter as conceived by the model SOILN (Johnsson et al.,

1987) with (ii) the division of aboveground organic substances into horizontal and vertical

components as given by the model RESMAN (Stott et al., 1995) and (iii) the description of

the incorporation of organic matter into the soil as appliedby the model EPIC (Grant et al.,

1998). Therefore, three surface pools of organic matter areintroduced into the model, the

surface pool of plant residues, the surface pool of organic fertilizer from animal faeces and

the surface pool of humus. These three soil surface pools represent the organic matter on the

soil surface that is subject to mineralisation. In addition, the reservoir of standing dead plant

biomass is taken into account, which is gradually reduced byweathering impacts or culti-

vation measures, and is thus adding to the surface pool of lying plant residues. In contrast

to the SOILN model approach for the soil litter pool, the surface pool of plant residues also

includes the total microbial biomass that causes the degradation of organic matter on the soil

surface. In addition to these pools of organic matter, also the mineral nitrogen enriched on

the soil surface by manure or mineralisation is described, which provides the N-source for

the N-immobilisation during the degradation of the surfacepools in form of ammonium-N

or nitrate-N .

Organic matter, that is deposited at the soil surface is partitioned to the corresponding sur-

face pools according to its origin: Crop residues after harvest to the surface pool of standing

or lying plant residues, organic fertilizers to the pool of organic matter from animal faeces

and finally more difficult to decompose organic material resp. already largely decomposed

organic matter to the humus surface pool. The partitioning of plant residues into standing or
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lying fractions is achieved by applying a cutting factor,fha [1], which represents the ratio

of the mean crop cutting height of harvesthcut [m] to the maximal crop heighthmax [m]:

fha = hcut/hmax (635)

By this, the input functions into the surface pools of standing plant residuesIha,st
[kg ha−1 d−1] resp. of lying plant residuesIha,ls [kg ha−1 d−1] at timet0 [d] of harvest

can be defined:

Iha,st =





fhaCres
∆t

, t0 ≤ t < t0 +∆t

0 , sonst

(636)

Iha,ls =





(1− fha)Cres
∆t

, t0 ≤ t < t0 +∆t

0 , sonst

(637)

Iha,st Input function of the standing pool of organic matter[kg ha−1 d−1]

Iha,ls Input function of the lying Pool of organic matter[kg ha−1 d−1]

∆t time step between two consecutive times of the simulation [d]

fha cutting factor[1]

Cres carbon content of plant residues[kg ha−1]

If a catch crop dies due to frost, its total organic matter is added to the surface pool of

standing plant residues. Since during strong wind or heavy precipitation parts of the dead

plants fall to the soil, it is assumed according to Stott et al. (1995), that per day 1% of the

C- and N-amounts of the standing surface pool are transferred to the lying surface pool of

plant residues.

The decrease of C-amounts of the standing surface pool by soil cultivation is modeled by

an approach of the EPIC-model (Williams et al., 1989), i.e. by defining a transfer function

or incorporation functionTst,ls [kg ha−1 d−1]:

Tst,ls =





− Cst
∆t

[1− exp(−56, 9 ztil I
2
f )], t0 ≤ t < t0 +∆t

0 , sonst

(638)

∆t time step between two consecutive times of simulation [d]

Cst C-content of the standing surface pool[kg ha−1] ztil soil cultivation depth[mm]

t time [d] t0 time of soil cultivation [d]

If efficiency of incorporation in dependence of the kind of soilcultivation [1]

Similar equations describe the decrease of organic matter surface pools during soil cultiva-

tion by defining transfer functionsTms,man [kg ha−1 d−1] andThs,hum [kg ha−1 d−1] to
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the corresponding pools of organic matter (of organic fertilizer or humus), where in case of

the transfer functionTls,lit [kg ha−1 d−1] to the pool of lying plant residues it is assumed,

that a part of the organic matter, which was transferred fromthe standing pool into the lying

pool, is further incorporated by the same soil cultivation into the top soil:

Tls,lit =





− (Cls + Tst,ls)

∆t
[1− exp(−56, 9 ztil I

2
f )], t0 ≤ t < t0 +∆t

0 , sonst

(639)

∆t time step between two consecutive times of simulation [d]

Cls C-content of the lying surface pool[kg ha−1] ztil soil cultivation depth[mm]

t time [d] t0 time of soil cultivation [d]

If efficiency of incorporation in dependence of the kind of soilcultivation [1]

The increase of the below-ground pools by the incorporationof organic matter occurs in

combination with a homogenisation of these pools within theincorporation depth. First, the

part of the organic matter that is subtracted from the surface pools is added to the corre-

sponding soil organic matter pools in the first numerical layer. Then corresponding organic

matter pools of all numerical layers within the incorporation depth are each homogeneously

mixed and uniformly distributed to all numerical layers within this depth. This homogeni-

sation within the soil cultivation depth will be calculatedusing the transfer functionTtil,x
[kg ha−1 d−1] for mixing the soil organic matter poolx during tillage (Williams et al.,

1989), wherex = lit stands for the soil organic matter from plant residues,x = man for

those from organic fertilizers andx = hum for the humus pool:

Ttil,x =





1− If
Cx,i
∆t

+
∆zi
ztil

If

m∑

i=1

Cx,i
∆t

, for t0 ≤ t < t0 +∆t

0 , sonst

(640)

Cx,i C-amount of soil organic matter poolx (= lit,man, hum) [kg ha−1]

∆t time step between two consecutive times of simulation [d]

If efficiency of incorporation in dependence of the kind of soilcultivation [1]

m number of numerical soil layers within the incorporation depth [1]

ztil incorporation depth[mm] ∆zi thickness of the i-th soil layer[mm]

t time [d] t0 time of soil cultivation [d]

The C-amounts and corresponding N-amounts of the considered soil surface resp. soil pools

of organic matter are calculated using theC/N -ratios of these pools.
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3.5.4.2 C-Mineralisation at the Soil Surface The decomposition of the organic mat-

ter in the three above-ground pools subject to mineralisation is modeled according to the

SOILN model, each with a reaction kinetics of first order including the temperature func-

tion and reduction function of soil water content (Berkenkamp et al., 2002). While for the

temperature function the air temperature can be used as an actual value, for the moisture

function the actual vol. water content of the upper most numerical soil layer has to be used,

since the moisture content of the soil-covering plant residues is assumed to be the same and

is not simulated in an extra way. The carbon released during decomposition is partitioned

by the factorfe(1 − fh) to microbial biomass, by the factorfefh to stabilized compounds

of humus and by the factor1 − fe to carbon dioxide. This is achieved using the parameter

values known from the SOILN model: the efficiency factorfe [1] and the humus formation

factor or humification factorfh [1]. In contrast to the underlying model SOILN, the newly

formed microbial biomass is fed exclusively to the surface pool of plant residues and it is

assumed, that microbial biomass is also formed during the degradation of the above-ground

humus pool.

The carbon balances of the surface pools therefore result from:

dCst
dt

= Ist − Tst,ls − Uenv Cst (641)

dCls
dt

= Ils − Tls,lit + Tst,ls + Uenv Cst +

+ fe(1− fh)

(
dCls,dec
dt

+
dCms,dec

dt
+
dChs,dec
dt

)
− dCls,dec

dt
(642)

dCms
dt

= Ims − Tms,man −
dCms,dec

dt
(643)

dChs
dt

= fe fh

(
dCls,dec
dt

+
dCms,dec

dt

)
− Ths,hum − dChs,dec

dt
(644)

dCCO2

dt
= (1− fe)

(
dCls,dec
dt

+
dCms,dec

dt

)
+
dChs,dec
dt

(645)

Cx C-content[kg ha−1] of the surface poolsx = st, ls,ms, hs of organic matter

Ix input function[kg ha−1 d−1] to the surface poolx = st resp. soil poolx = ls,ms

Tx,y transfer function[kg ha−1 d−1] from the surface poolx = st, ls,ms, hs to the

surface poolx = st resp. to the soil poolx = lit,man, hum

Cx,dec decomposed C-amount[kg ha−1] of the surface poolx = st, ls,ms, hs

CCO2
during decomposition of surface pools mineralisedCO2-carbon[kg ha−1]

fe efficiency factor[1]

fh humification factor[1]

Uenv environmental impact rate[d−1] causing the transfer of standing to lying plant residues
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3.5.4.3 N-Mineralisation at the Soil Surface The calculation of the N-turnover of the

surface pools is carried out as in the model SOILN via the C/N-ratios of the pools and by

the fixed C/N ratior0 of the microbial biomass formed during decomposition. However,

the immobilisation is not reduced by N-limitation, but set to zero, if the available nitrogen

is not sufficient to cover the N requirement of the microbes. In this case in the simulation

no microbial growth takes place anymore and the total decomposed carbon is mineralised

to CO2, but by a reduced mineralisation rate. This reduction is simulated using a specific

reduction factorfred [1] (Berkenkamp et al., 2002):

fred = min{ r0
fC/N,x

; fe} (646)

The nitrogen-balances of the surface pools finally result from the following equations:

dNst

dt
= INst − TNst,ls − Uenv Nst (647)

dNls

dt
= INls − TNls,lit + TNst,ls + Uenv Nst −

1

fC/N,ls

dCls,dec
dt

+

fe(1− fh)

r0

(
dCls,dec
dt

+
dCms,dec

dt
+
dChs,dec
dt

)
(648)

dNms

dt
= INms − TNms,man −

1

fC/N,ms

dCms,dec
dt

(649)

dNhs

dt
=

fe fh
r0

(
dCls,dec
dt

+
dCms,dec

dt

)
− TNhs,hum − dChs,dec

dt
(650)

dNNH4

dt
= INNH4 + ΦMin − ΦImm,NH (651)

Nx N-content[kg ha−1] of the specific surface poolx = st, ls,ms, hs of organic matter

INx N-input function[kg ha−1 d−1] into surface resp. soil poolsx = st, ls,ms

TNx,y N-transfer function[kg ha−1 d−1] from the surface poolx = st, ls,ms, hs in

into the surface poolx = st resp. into the soil poolx = lit,man, hum

Cx,dec decomposed C-amount[kg ha−1] of the surface poolx = st, ls,ms, hs

NNH4 during decomposition of the surface pool mineralised ammonium-N [kg ha−1]

INNH4 N-input [kg ha−1 d−1] by ammonium fertilizer to the soil surface

fe, fh efficiency factor[1] and humification factor[1]

Uenv environmental impact rate[d−1] of transfer from standing to lying plant residues

fC/N,x C/N-ratio of surface poolsx = ls,ms, hs of organic matter

r0 C/N-ratio of decomposing microbial biomass[1]

ΦMin ammonium-N source by mineralisation[kg ha−1 d−1] analogously to eq. (596)

ΦImm,NH ammonium-N sink by immobilisation[kg ha−1 d−1] analogously to eq. (597)
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4 Water and Nitrogen Uptake by Roots

4.1 Root Water Uptake and Actual Transpiration

In many crop models the plant uptake of water and nitrogen from soil is mainly determined

by the root distribution in the soil, the atmospheric water demand and the availability of soil

water. Usually the actual daily water uptake is estimated bytaking the minimum of three

daily rates (given as water amounts per day): the water uptake capacity of the roots, the soil

water availability and the atmospheric water demand.

The transpiration rate, at which plants extract water from soil is limited by the potential

evapotranspiration rate, which describes the water demandby the atmosphere and thus is a

measure of the available energy for water extraction by plants.

The actual water uptake by roots is influenced

• by the most often spatially and timely variable root distribution within the soil,

• by the rate at which the roots are supplied by water from the soil (i.e. by the water

availability in the soil and thus indirectly by the matric potentialh of the soil),

• by the flow resistance along the flow path from the soil-root interface through the

plant to the atmosphere.

Therefore the actual transpiration rate and hence the wateruptake by the plant is most often

lower than the prescribed potential transpiration rate. Inthe literature various different soil

physically and plant physiologically oriented models havebeen proposed (Molz, 1981). To

these also belong the following empirical approaches:

4.1.1 Approach of the Model LEACHN

The sink termSw(t, z, h) [mmmm−1 d−1] of the Richards equation (103), which describes

the root water uptake per unit soil volume, is determined according to Nimah and Hanks

(1973) by the following equation:

Sw(t, z, h) = β(t, z) [K(h)
∆Hroot/soil

∆x
] (∆z)−1 (652)

∆Hroot/soil

∆x gradient of water potentials between roots and soil[mm] (in the model

the negative water potential[kPa] is transformed into[mm] pressure head)

β(t, z) time and depth dependend root density distribution[1]

K(h) unsaturated hydraulic conductivity[mm d−1] as a function of the soil

matric potentialh

∆x half mean distance between roots

∆z length of considered depth step
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According to the Darcy-Buckingham law (97) the term in squared brackets describes the

water flow between the root surface and a reference pointx in the soil between the roots, at

which the soil matric potential has been measured. It is assumed, that the distance∆x from

x to the roots represents half of the mean distance between theroots.

To substitute the sink term into the discretised form of the Richards equation, also the sink

term has to be discretised. For depth stepi and the time interval from time stepj-1 to j, this

is achieved according to Nimah and Hanks (1973):

(Sw)
j−1/2
i = [Hroot + i∆z (1 +Rc)− h

j−1/2
i ][β

j−1/2
i K

j−1/2
i ]/(∆z∆x) (653)

Hroot water potential in the root[mm] at the

soil surface (in the model the negative water potential[kPa]

is transformed into[mm] pressure head)

1 +Rc root resistance term[1] to water flow

in the root xylem

h
j−1/2
i = (hji + hj−1

i )/2 matric potential[mm] of thei-th soil layer

during the time interval fromj − 1 to j calculated from

the matric potentialshij andhij−1

of thei-th soil layer at time stepsj andj − 1

β
j−1/2
i = (βji + βj−1

i )/2 root length density[mmmm−1]

of thei-th soil laver during the time interval betweenj − 1 andj

K
j−1/2
i = [K(hji ) +K(hj−1

i )]/2 unsaturated hydraulic conductivity[mm d−1]

of thei-th soil laver during the time interval betweenj − 1 andj

∆z thickness of thei-th soil laver[mm]

∆x = 10mm distance[mm] from the plant root to a point in the soil

where the soil matric potentialshji are measured

Hroot is iteratively determined in a way, that the amount of water taken up by the root

system during the time interval∆t, is equal to the water amount prescribed by the potential

transpiration. To this endHroot takes values in the range between 0 and - 3000 kPa under the

side condition that the soil cannot dry out below a matric potential of -1500 kPa caused by

soil water extraction due to transpiration. Therefore, at dry soil conditions it is assumed that

transpiration is restricted and ceases and the actual transpiration falls below the potential

transpiration.
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4.1.2 Approach of the Model CERES

In the models of the CERES model family the daily water uptakeby the crop is calcu-

lated assuming a constant uptake rate for the whole day. The water uptake from the rooted

soil layers is modeled by prescribing a maximal possible potential root water uptake. The

important factors, that determine the potential root wateruptake, are the hydraulic conduc-

tivities of the soil layers and the root resistance, which characterizes the water permeability

of the roots. By the root resistance an upper limit to water uptake exists, which is consid-

ered by a maximal daily root water uptake per unit root lengthand unit soil depth given by

AmaxW = 3.0 mm3 mm−1 d−1. The daily potential root water availability or supply rate

per unit root length and unit soil depthApotW,i [mm
3 mm−1 d−1] is calculated by

ApotW,i = 2.67 10−3 − 3.0 exp[62.0 (θi − θpwp,i)]/[6.68 − ln(li)] (654)

ApotW,i daily potential root water availability rate[mm3 mm−1 d−1] per millimeter root length

from thei-th soil layer

θi vol. water content[mm3 mm−3] of thei-th soil layer

θpwp,i vol. water content at the permanent wilting point[mm3 mm−3] of thei-th soil layer

li root length density[mmmm−3] of thei-th soil layer

The equation for water availability was derived from a modeldescribing radial water flow

towards a single root assuming all soils have similar hydraulic conductivities near the per-

manent wilting point. It is also assumed that the calculation is of sufficient accuracy if only

a constant water potential gradient between the root and thesoil is considered (Jones and

Kiniry, 1986; Ritchie et al., 1987), see also Wang and Smith (2004) for details. The daily

potential root uptake rateApoti [mm d−1] from thei-th soil layer then results from

Apoti = min(AmaxW ;ApotW,i) di li (655)

Apoti daily potential root water uptake rate[mm d−1] from thei-th soil layer

AmaxW maximal daily root water uptake rate[mm3 mm−1 d−1]

per millimeter root length

ApotW,i daily potential root water uptake rate[mm3 mm−1 d−1]

per millimeter root length of thei-th soil layer

di thickness of thei-th soil layer[mm]

li root length density[mmmm−3] of thei-th soil layer
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By summation of the layer related rates the total daily potential root water uptake rateAdaypot

[mm d−1] from the rooted soil profile is calculated:

Adaypot =
∑

i

Apoti (656)

Adaypot daily potential root water uptake rate[mm d−1] from the rooted soil layers

Apoti daily potential root water uptake rate[mm d−1] from thei-th soil layer

The daily actual root water uptake rateAacti [mm d−1] from thei-th soil layer is then given

by reducing the uptake to the water demand of the crop, which is prescribed by the daily

potential transpiration rateTRdaypot [mm d−1] and represents the corresponding atmospheric

water demand:

Aacti = Apoti min(1.0 ; TRdaypot /A
day
pot ) (657)

Aacti daily actual root water uptake rate[mm d−1] from thei-th soil layer

Apoti daily potential root water uptake rate[mm d−1] from thei-th soil layer

TRdaypot daily potential transpiration rate[mm d−1]

Adaypot daily potential root water uptake rate[mm d−1] from the rooted soil layers

For the crop growth model additionally two soil water deficitfactors are defined, describing

water stress for growthfθ,1 [−] and photosynthesisfθ,2 [−]:

fθ,1 = min(1.0 ; Adaypot /TR
day
pot ), fθ,2 =

2

3
min(1.5 ; Adaypot /TR

day
pot ) (658)

Finally the daily actual transpiration rate is calculated according to:

TRaktday =

{
TRdaypot for fθ,1 = 1

Adaypot for fθ,1 < 1
(659)

TRdaypot daily potential transpiration rate[mm d−1]

Adaypot daily potential root water uptake rate[mm d−1] from the rooted soil layers
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4.1.3 Approach of the Model SWATRE

In the model SWATRE of Belmans et al. (1983) the sink termSw(t, z, h) [mmmm−1 d−1]

of the Richards equation (103), which describes the root water uptake per unit time and unit

soil volume, is calculated according to the approach of Feddes et al. (1978), see also Vogel

et al. (1996), by

Sw(t, z, h) = α(t, z, h) Smax(t, z) (660)

whereα(t, z, h) [−] is a water stress function depending on timet, soil depthz and matric

potentialh, and whereSmax(t, z) [d−1] denotes the maximal water uptake rate from the

rooted soil profile.

Since usually the distribution of the roots within the soil profile is non-uniform, also the

maximal water uptake rate is non-uniformly distributed over the rooted soil profile and

hence may be described by:

Smax(t, z) = β(t, z) TRpot(t) (661)

Smax(t, z) time and depth dependent maximal root uptake rate[d−1] from the

rooted soil profile

β(t, z) time and depth dependent potential water uptake distribution [mm−1]

TRpot(t) potential transpiration rate[mm d−1] at timet

The functionβ(t, z) [mm−1] gives the vertical distribution of the potential water uptake in

the rooted soil. It is often obtained by normalisation of theroot density distribution, which

is assumed to be directly proportional to the distribution of the potential root water uptake

β̃(t, z):

β(t, z) =
β̃(t, z)

∫ ℓr

0
β̃(t, z)dz

(662)

β(t, z) time and depth dependent potential water uptake distribution [mm−1]

β̃(t, z) time and depth dependent potential root water uptake distribution[1] or

root density distribution[1]

ℓr depth of the root zone[mm] at timet

Applying these definitions the potential transpiration rate TRpot(t) at time t can be ex-

pressed via the maximal water uptake rateSmax(t, z):

∫ ℓr

0
Smax(t, z) dz =

∫ ℓr

0
β(t, z) TRpot(t) dz = TRpot(t) (663)
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Then by inserting equation (660) and equation (661) into equation (663) also the actual

transpiration rateTRact(t) [mm d−1] at timet can be calculated:

TRact(t) =

∫ ℓr

0
Sw(t, z, h) dz =

∫ ℓr

0
Smax(t, z) α(t, z, h) dz

= TRpot(t)

∫ ℓr

0
α(t, z, h) β(t, z) dz (664)

To this end, the water stress functionα(t, h) according to Feddes et al. (1978) is defined by:

α(t, h) =





0 for h < h3

h− h3
h2(t)− h3

for h3 ≤ h < h2(t)

1 for h2(t) ≤ h < h1

h− h0
h1 − h0

for h1 ≤ h < h0

0 for h0 ≤ h

(665)

α(t, h) time and depth dependent water stress function[1]

h0 matric potential[mm] above which die water uptake ceases (also called

point of anaerobiosis)

h1 matric potential[mm] below which water uptake starts to be optimal

h2 matric potential[mm] below which water uptake stops to be optimal

h3 matric potential[mm] below which no water uptake occurs (usually

corresponds to the wilting point)

Hereh0 to h3 denote prescribed values (input parameters) representingsoil matric poten-

tials. It is assumed that water uptake ceases if the soil is extremely wet (h ≥ h0) because

root respiration is confined due to restricted oxygen supplyfrom the atmosphere. At soil

matric potential betweenh1 andh2 the root water uptake is assumed to be optimal. At the

dry end, below the wilting point given byh3, no water uptake occurs. Between the regions

of optimal and no water uptake a linear interpolation is used.

The valueh2 representing the matric potential at drier soil conditions, where the water

uptake is not anymore optimal, depends on the potential transpiration at timet. h2 is higher

at high water demand of the plants, it is lower at low water demand. This is calculated by
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the following relation (Wesseling and Brandyk, 1985; Vogelet al., 1996):

h2 =





h2L for TRpot(t) < TRpotL

h2L +
TRpotH − TRpot(t)
TRpotH − TRpotL

(h2H − h2L) for TRpotL ≤ TRpot(t) ≤ TRpotH

h2H for TRpotH < TRpot(t)
(666)

h2 matric potential[mm] below which the water uptake stops to be optimal

h2L matric potential[mm] for h2 at low transpiration demand

h2H matric potential[mm] for h2 at high transpiration demand

TRpot(t) potential transpiration[mm d−1] at timet

TRpotL lower limit of potential transpiration[mm d−1] for the determination ofh2
TRpotH upper limit of potential transpiration[mm d−1] for the determination ofh2

4.1.4 Approach of the Model HYDRUS

An alternative function to the water stress function of Feddes et al. (1978) was proposed by

van Genuchten (Vogel et al., 1996):

α(t, h) =
1

1 + (h/h50)
P

(667)

α(t, h) time and depth dependent water stress function[1]

h matric potential[mm] of the soil

h50 matric potential[mm] at which the water uptake rate is reduced by 50 %

P empirical constant, that influences the slope of the curve [1] (e.g. P=3).

This water stress function can be applied instead of the function of Feddes. But then, if

the soil is almost at water saturation, the reduced water uptake at oxygen shortage is not

considered.
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4.2 Root N-Uptake

4.2.1 Approach of the Model LEACHN

In the model LEACHN the simulation of root N-uptake by different plant species is per-

formed following Watts and Hanks (1978). To this end, for each plant species the potential

total N-uptakeNpot,tot
upt [kg N ha−1] during the considered vegetation period has to be given

as input. From this input the daily potential N-uptake rate(
dNupt

dt
)daypot , [kg N ha−1d−1]

of the crop canopy is determined.

First the potential N-uptakeftnu [1] as fraction of the potential total N-uptake is estimated

by an empirical regression equation using the fractionfgs [1] of the time interval passed

since the begin of the vegetation period in relation to the time interval of the whole vegeta-

tion period, i.e. from its begintbeg [d] until its endtend [d]:

fgs = (t + 1 − tbeg)/(tend − tbeg) (668)

ftnu =

{
8, 9 f3,87gs for 0 ≤ fgs < 0, 3

−0, 66 fgs + 3, 49 f2gs − 0, 93 f3gs − 0, 9 f4gs for 0, 3 ≤ fgs ≤ 1, 0
(669)

The daily potential N-uptake rate(
dNupt

dt
)daypot , [kg N ha−1d−1] then results from the dif-

ference between the potential N-uptake at actual time and the already performed cumulative

N-uptakeNact,cum
up [kg N ha−1] by the crop, where the difference is related to the whole

day (∆t = 1 d), i.e. is considered as a rate per day. At the end of the vegetation period

(fgs > 0, 7), when the plants cannot anymore compensate a possible N-deficit, the potential

N-uptake rate is reduced:

(dNupt

dt

)day
pot

=




(Npot,tot

upt ftnu −Nact,cum
upt )/∆t, fgs ≤ 0.7

[(Npot,tot
upt ftnu −Nact,cum

upt )/∆t] [
1− (fgs − 0.7)

0.3 ], fgs > 0.7
(670)

The actual N-uptake rate(
dNupt

dt
)∆tact, [kg N ha−1d−1] during the time interval∆t is finally

determined as sum of the nitrate-N and ammonium-N uptake rates from the root zone (of

maximal rooting depthzmax [dm]) which depend on the actual soil solution concentrations

cI [mg dm
−3] of nitrate-N (I = NO) and ammonium-N (I = NH):

(dNupt

dt

)∆t
act

=
∑

I=NH,NO

∫ zmax

0
min{ 1

2
θ cI/∆t,

(dNupt

dt

)day
pot

fTR fNU,I } dz (671)

fTR = TR∆t
p / TRdaypot , fNU,I = Sw cI /

∫ zmax

0
[Sw (cNO + cNH)] dz (672)

θ vol. water content [1] ,Sw water uptake rate[d−1] by transpiration ,TR∆t
p potential transpiration

rate[mm d−1] during the time interval∆t , TRdaypot daily potential transpiration rate[mm d−1]
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4.2.2 Approach of the Model CERES-N

In the CERES models the nitrogen which is potentially accessible by roots is described in

analogy to the available water by use of availability factors per unit root length of thei-th

rooted soil layer, i.e. byfavlNO3,i
[−] for nitrate-N andfavlNH4,i

[−] for ammonium-N. These

N availability factors are estimated by empirical relationships using crop specific nitrate-N

and ammonium-N accessibility factors (input parameters)γc,NO3
[−] andγc,NH4

[−]:

favlNO3,i = 1− exp(γc,NO3
CNO3,i), (673)

favlNH4,i = 1− exp(γc,NH4
CNH4,i) (674)

whereCNO3,i [kg N ha−1] andCNH4,i [kg N ha−1] denote the nitrate-N and ammonium-N

amounts of thei-th soil layer.

Furthermore, it is assumed, that there exist upper limits toroot N-uptake, that are given by

crop specific maximal uptake rates per unit root length:AmaxNO3
[µg N cm−1 d−1] for soil

nitrate-N uptake andAmaxNH4
[µg N cm−1 d−1] for ammonium-N uptake (input parameters).

The daily potential root uptake ratesApotNO3,i
of nitrate-N [kg N ha−1 d−1] andApotNH4,i

of

ammonium-N[kg N ha−1 d−1] from thei-th soil layer are then defined by:

ApotNO3,i
= AmaxNO3

favlNO3,i fθ,i di li (675)

ApotNH4,i
= AmaxNH4

favlNH4,i fθ,i di li (676)

ApotNO3,i
daily potential root uptake rate of nitrate-N[mm3 mm−1 d−1]

from thei-th soil layer

ApotNH4,i
daily potential root uptake rate of ammonium-N[mm3 mm−1 d−1]

from thei-th soil layer

AmaxNO3
maximal root uptake rate of nitrate-N[µg N cm−1 d−1]

AmaxNH4
maximal root uptake rate of ammonium-N[µg N cm−1 d−1]

favlNO3,i
availability factor of nitrate-N[−] of thei-th soil layer

favlNH4,i
availability factor of ammonium-N[−] of thei-th soil layer

li root length density[mmmm−3] of thei-th soil layer

di thickness[mm] of thei-th soil layer

where the soil moisture deficit factorfθ,i [−] of thei-th soil layer is given by

fθ,i = (θi − θpwp,i)/(θfc,i − θpwp,i) (677)

θi vol. water content[mm3 mm−3] of thei-th soil layer

θpwp,i vol. water content at the permanent wilting point[mm3 mm−3] of thei-th soil layer

θfc,i vol. water content at field capacity[mm3 mm−3] of thei-th soil layer
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The total daily potential nitrate-N uptake rateAdaypot,NO3
[kg N ha−1 d−1] and the total daily

potential ammonium-N uptake rateAdaypot,NH4
[kg N ha−1 d−1] result as the sum of the

corresponding uptake rates of each rooted soil layer:

ApotNO3
=

∑

i

ApotNO3,i
, ApotNH4

=
∑

i

ApotNH4,i
(678)

ApotNO3
daily potential nitrate-N uptake rate[kg N ha−1 d−1] from the rooted soil layers

ApotNO3,i
daily potential nitrate-N uptake rate[kg N ha−1 d−1] from thei-th soil layer

ApotNH4
daily potential ammonium-N uptake rate[kg N ha−1 d−1] from the rooted soil layers

ApotNH4,i
daily potential ammonium-N uptake rate[kg N ha−1 d−1] from thei-th soil layer

and from these the total daily potential mineral N uptake rateAdaypot,Nmin
[kg N ha−1 d−1]

is obtained using:

Adaypot,Nmin
= Adaypot,NO3

+Adaypot,NH4
(679)

Thus, an actual nitrogen uptake factorfact,N [−] can be defined that relates the total daily

N-demandDday
c,N of the crop[kg N ha−1 d−1] to the total daily potential N-uptake:

fact,N = min{1.0, Dday
c,N/A

day
pot,Nmin

} (680)

The factor is used to reduce the potential N-uptake if the N-demand is lower than the po-

tential uptake for computing the actual daily nitrate-N uptakeAactNO3,i
[kgN ha−1 d−1] and

ammonium-N uptakeAactNH4,i
[kgN ha−1 d−1] from thei-th soil layer:

AactNO3,i = min{ApotNO3,i
fact,N , CNO3,i − CNO3,min} (681)

AactNH4,i = min{ApotNH4,i
fact,N , CNH4,i − CNH4,min} (682)

ApotNO3,i
daily potential root uptake rate of nitrate-N[mm3 mm−1 d−1]

from thei-th soil layer

ApotNH4,i
daily potential root uptake rate of ammonium-N[mm3 mm−1 d−1]

from thei-th soil layer

fact,N actual nitrogen uptake factor[−]

CNO3,i nitrate-N amount[kg N ha−1] of thei-th soil layer

CNH4,i ammonium-N amount[kg N ha−1] of thei-th soil layer

CNO3,min minimal nitrate-N amount[kg N ha−1] of thei-th soil layer

which cannot be extracted by the crop

CNH4,min minimal ammonium-N amount[kg N ha−1] of thei-th soil layer

which cannot be extracted by the crop

The pattern of nitrogen extraction among the rooted soil layers therefore is from each soil

layer according to the ratio of available amounts within theroot zone. Hence, uptake is

from the layers with higher nitrogen contents.
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4.2.3 Approach of the Model EXPERT-N

Similar to the approach of the model LEACHN following Watts and Hanks (1978) also

in the model EXPERT-N N-uptake of different crops can be simulated. In a more general

way it is assumed that for each plant species not only the potential total N-uptakeNpot,tot
upt

[kg N ha−1] of the entire vegetation period is known, but also the cumulative potential

N-uptakeNpot,cum
upt,i [kg N ha−1] at additional timesti [d], 2 ≤ i ≤ n during the vegetation

period. By interpolation between the different potential cumulative N-uptake values it is

then possible to estimate an actual N-uptake rate(
dNupt

dt
)∆tpot, [kg N ha−1d−1] of the crop

during the time interval∆t [d].

At first for the actual timet [d], which lies between two datesti, where cumulative N-uptake

is known (ti−1 ≤ t < ti), the fraction of the potential N-uptakeftnu [1] of the potential

cumulative N-uptake atti is determined by the time fractionfgs [1] of the already passed

time betweenti−1 andti:

fgs = (t + 1 − ti−1)/(ti − ti−1) (683)

ftnu =

{
5, 556 f2gs for 0 ≤ fgs < 0, 3

− f2gs + 2 fgs for 0, 3 ≤ fgs ≤ 1, 0
(684)

The potential cumulative N-uptakeNpot,cum
up [kg N ha−1] at timet then results from

Npot,cum
up = ftnu (N

pot,cum
up,i+1 −Npot,cum

up,i ) + Npot,cum
up,i (685)

Finally the actual N-uptake rate(
dNupt

dt )∆tact, [kg N ha−1d−1] during the time step∆t ≤ 1d

is calculated as the sum of the corresponding nitrate-N and ammonium-N uptake rates from

the root zone (of rooting depthzmax [dm]). These rates are determined depending on the

soil N-amountsNI [kg N ha−1] of nitrateI = NO and ammoniumI = NH, on the root

length densityγroot [mm dm−3] and on the crop N-demandNdem
up [kg N ha−1] given as

the difference between the potential cumulative N-uptakeNpot,cum
up [kg N ha−1] and the

actual cumulative N-uptakeNact,cum
up [kg N ha−1], which has already taken place. With it,

it is assumed, that the soil can only be depleted to a minimal N-amountNmin [kg N ha−1]:

(dNupt

dt

)∆t
act

=
∑

I=NH,NO

∫ zmax

0
min{NI −Nmin, NI fNU N

dem
up γroot} dz /∆t (686)

Ndem
up = Npot,cum

up −Nact,cum
up , f−1

NU =

∫ zmax

0
(NNO +NNH) γroot dz (687)
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4.2.4 Approach of the Models WHNSIM and WAVE

In the models WHNSIM (Huwe, 1992) and WAVE (Vanclooster et al., 1994) the daily actual

N-uptake rate(
dNupt

dt
)dayact of a crop canopy[kg N ha−1 d−1] is modeled based on the

approach of McIsaac et al. (1985).

Here, the daily actual N-uptake rate(
dNupt

dt
)dayact results

• from the N-uptake by convection(
dNupt

dt
)dayconv, [kg N ha−1 d−1], i.e. the mineral

N-uptake from the soil solution by water uptake due to the transpiration flux,

• and from the N-uptake by diffusion(
dNupt

dt
)daydiff , [kg N ha−1 d−1], due to diffusion

of mineral N into the plant roots:

(dNupt

dt

)day
act

=
(dNupt

dt

)day
conv

+
(dNupt

dt

)day
diff

(688)

The actual N-uptake is limited by the maximal possible N-uptake during the course of the

day, i.e. by the daily potential N-uptake rate(
dNupt

dt
)daypot , [kg N ha−1 d−1]. If the growth

of the canopy is directly simulated by a crop growth model, the potential N-uptake is derived

from the N-demand of the plant organs:

(dNupt

dt

)day
pot

=
(dNupt

dt

)day
dem,lvs

+
(dNupt

dt

)day
dem,sts

+
(dNupt

dt

)day
dem,rts

(689)

where(dNupt/dt)
day
dem,lvs, (dNupt/dt)

day
dem,sts and(dNupt/dt)

day
dem,rts respectively denote the

daily N-demand of the leaves, stems and roots in[kg N ha−1 d−1].

If not directly simulated by the growth model, the daily N-demand of the plant organs can

also be calculated by the following approach:

(dNupt

dt

)day
pot,lvs

= Blvs fN,lvs − Nlvs (690)

(dNupt

dt

)day
pot,sts

= Bsts fN,sts − Nsts (691)

(dNupt

dt

)day
pot,rts

= Brts fN,rts − Nrts (692)

Blvs, Bsts, Brts biomass dry weight[kg ha−1] of leaves, stems, respectively roots

fN,lvs, fN,sts, fN,rts potential N-fraction [1] of the leaves, stems, respectively roots,

wherefN,lvs is given as an input parameter depending on the development

stage and where additionallyfN,sts = fN,rts =
1

2
fN,lvs is assumed.

Nlvs, Nsts, Nrts accumulated N[kg ha−1] in leaves, stems, respectively roots.
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The actual daily convective N-uptake(
dNupt

dt )dayconv, [kg N ha−1 d−1] is calculated from

the nitrate-N concentrationcNO3
[mg dm−3] and the ammonium-N concentrationcNH4

[mg dm−3] in the soil solution taken up by the roots with the transpiration flux represented

by the sink termSw [mm d−1], wherezmax denotes the maximal rooting depth:

(dNupt

dt

)day
conv

=

∫ zmax

0

[∫ 1

0
Sw (cNO + cNH) dt

]
dz (693)

where the inner integral represents the cumulative uptake of water and mineral N during the

whole day and the outer integral is over the spatial region ofthe entire root zone.

If the calculated convective N-uptake rate is higher than the potential N-uptake rate, then no

diffusive N-uptake is determined and the daily actual N-uptake is reduced to the potential

N-uptake. Otherwise, if the N-demand of the crop is higher than the convective N-uptake, at

first the daily potential diffusive N-uptake rate(
dNupt

dt )daypot , [kg N ha−1 d−1] is computed:

(dNupt

dt

)day
pot,diff

=
(dNupt

dt

)day
pot

−
(dNupt

dt

)day
conv

(694)

In the next step, the daily maximal N-uptake rate by diffusion (
dNupt

dt )daymax,diff ,

[kg N ha−1 d−1] is determined by deriving the radial diffusive flux into a cylindrical root:

(dNupt

dt

)day
max,diff

=

∫ zmax

0
2πrrootγroot D(θ)

θ (cNO + cNH)− crs

106 ld
dz (695)

Here the N-uptake is calculated considering (i) the root surface2πrrootγroot [mm2 dm−3]

per unit soil volume determined by the average root radiusrroot [mm] and the root length

densityγroot [mm dm−3], (ii) the diffusive flux given by the diffusion coefficientD(θ)

[mm2 d−1] for diffusion within the soil, and by the concentration gradient between the

Nmin-concentrationcNO + cNH [mg dm−3] in the soil solution surrounding the root and

the Nmin-concentration at the root surfacecrs [mg dm−3], which is zero (crs = 0) in case

of maximal diffusive N-uptake. Therebyld [mm] denotes the characteristic diffusion length

of 0.1 mm between root surface and soil solution at a point of average soil solution concen-

tration. The factor10−6 is to convert[mm3] into [dm3] andθ [1] denotes the volumetric

soil water content.

Finally the daily actual diffusive N-uptake results by:

(dNupt

dt

)day
diff

= min{
(dNupt

dt

)day
pot,diff

;
(dNupt

dt

)day
max,diff

} (696)

Collectively, the daily actual N-uptake rate(
dNupt

dt )dayact then results from equation (688).
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The daily actual N-uptake rate(
dNupt

dt )dayact,x, [kg N ha−1 d−1] into the particular plant

organsx = lvs, sts, rts (leaves, stems, roots) results from the total N-uptake rateand the

respective fraction of the plant organs N-demand at the total N-demand, see also the above

equations (690)- (693):

(dNupt

dt

)day
act,lvs

=
(dNupt

dt

)day
pot,lvs

(dNupt

dt

)day
act(dNupt

dt

)day
pot

−
(dNupt

dt

)day
sto

( Blvs
Blvs +Bsts

)
(697)

(dNupt

dt

)day
act,sts

=
(dNupt

dt

)day
pot,sts

(dNupt

dt

)day
act(dNupt

dt

)day
pot

−
(dNupt

dt

)day
sto

( Bsts
Blvs +Bsts

)
(698)

(dNupt

dt

)day
act,rts

=
(dNupt

dt

)day
pot,rts

(dNupt

dt

)day
act(dNupt

dt

)day
pot

(699)

(dNupt

dt

)day
sto

= (Bsto fN,sto − Nsto) fred (700)

with reduction factor fred = 1−
√
1− f2N,red , fN,red =

gN,lvs − hN,lvs
lN,lvs − hN,lvs

(701)

Bsto biomass dry weight[kg ha−1] of storage organs

fN,sto potential N-fraction [1] of storage organs, wherefN,sto is an input parameter

depending on development stage and plant species.

Nsto accumulated N[kg ha−1] in storage organs

gN,lvs actual N-fraction [1] of the leaves

hN,lvs threshold value of the N-fraction of leaves [1] above which optimal growth

occurs and for whichhN,lvs = 1

2
fN,lvs is assumed.

lN,lvs threshold value of the N-fraction of leaves [1] below which no more growth occurs

and for which the valuelN,lvs = 0.005 is assumed.
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5 Growth Models for Agricultural Crops

5.1 Introduction

5.2 CERES Growth Models

5.3 SPASS Growth Models

5.4 SUCROS Growth Models

5.5 GECROS Growth Models

6 Growth Models for Forestal Crops

6.1 TREEDYN Growth Models

6.2 FAGUS Growth Model

7 Growth Models for Agro-Forest Systems

8 Growth Models for Individual Plants

8.1 PLATHO Growth Model

8.2 PLAWAT Flow and Transport Model
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Vol. 11 of Mitteilungen Institut f̈ur Wasserbau. Stuttgart: Institut für Wasserbau.

Jansson, P.-E.: 1999,Simulation model for soil water and heat conditions. Description of

the SOIL model.Uppsala, Sweden: Swed. Univ. Agric. Sci., Dept. Soil Sci.

Jansson, P.-E. and S. Halldin: 1980, ‘Soil water and heat model. Technical description’.

Technical Report 26, Swedish Coniferous Forest Project, Dept. of Ecology and Environ-

mental Research, Swedish University of Agricultural Sciences.

Jarvis, N., P.-E. Jansson, P. Dik, and I. Messing: 1991, ‘Modelling water and solute transport

in macroporous soil. I. Model description and sensitivity analysis’. J. Soil Sci.42, 59–70.

Jensen, M., R. Burman, and A. R.G.: 1990,Evapotranspiration and irrigation water re-

quirements, Vol. 70 ofASCE Manuals and Reports on Engineering Practice.

Jin, Y. and W. Jury: 1996, ‘Characterizing the dependence ofgas diffusion coefficient on

soil properties’.Soil Sci. Soc. Am. J.60, 66–71.

Johnsson, H., L. Bergström, P. Jansson, and K. Paustian: 1987, ‘Simulated nitrogen dynam-

ics and losses in a layered agricultural soil.’.Agric. Ecosys. Env.18, 333–356.

Jones, C. and J. Kiniry: 1986,CERES-Maize: A simulation model of maize growth and

development. Temple, TX: Texas A&M University Press.

Kaiser, E.-A. and O. Heinemeyer: 1996, ‘Temporal changes inN2O-losses from two arable

soils’. Plant and Soil181, 57–63.

Kelleners, T.: 2013, ‘Coupled Water Flow and Heat Transportin Seasonally Frozen Soils

with Snow Accumulation’.Vadose Zone Journal12(4), doi: 10.2136/vzj2012.0162. TY

- JOUR M1 - 4.



192 REFERENCES

Kersebaum, K. C.: 1989, ‘Die Simulation der Stickstoff-Dynamik von Ackerböden’. Ph.D.

thesis, Universität Hannover.

Kersten, M.: 1949,Thermal properties of soils, Bulletin 28. Minneapolis: Inst. of Technol-

ogy, Engineering Exp. Station, Univ. Minnesota.

Klaassen, W., B. Bosveld, and E. de Water: 1998, ‘Water storage and evaporation as con-

stituents of rainfall interception’.J. Hydrol.212-213, 36–50.

Kreft, A. and A. Zuber: 1978, ‘On the physical meaning of the dispersion equation and its

solutions for different initial and boundary conditions’.Chem. Eng. Sci.33, 1471–1480.

Kurylyk, B. L. and K. Watanabe: 2013, ‘The mathematical representation of freezing and

thawing processes in variably-saturated, non-deformablesoils’. Advances in Water Re-

sources60(0), 160–177.

Larsson, M. H. and N. J. Jarvis: 1999, ‘A dual-porosity modelto quantify macropore flow

effects on nitrate leaching’.J. Environ. Qual.28, 1298–1307.

Leij, F., W. Russell, and S. Lesch: 1997, ‘Closed-form expressions for water retention and

conductivity data’.Ground Water35, 848–858.

Leonard, R., W. Knisel, and D. Still: 1987, ‘GLEAMS: Grondwater loading effects of

agricultural management systems’.Trans. ASAE30, 1403–1418.

Li, C., S. Frolking, and T. Frolking: 1992, ‘A model of nitrous oxide evolution from soil

driven by rainfall events. 1. Model structure and sensitivity’. J. Geophys. Res.97(D9),

9759.

Lundin, L.-C.: 1990, ‘Hydraulic properties in an operational model of frozen soil’. J.

Hydrol. 118, 289–310.

McIsaac, G., D. Martin, and D. Watts: 1985,Users guide to NITWAT - a nitrogen and water

management model. Lincoln, NA: Agr. Eng. Dpt. University of Nebraska.

Mehran, M. and K. Tanji: 1974, ‘Computer modeling of nitrogen transformaions in soil’.J.

Environ. Qual.3, 391–396.

Miller, R.: 1980, ‘Freezing phenomena in soils.’. In: D. Hillel (ed.): Applications of Soil

Physics. New York: Academic Press, pp. 254–299.

Millington, R. and J. Quirk: 1961, ‘Permeability of porous solids’. Trans. Faraday Soc.57,

1200–1207.



193

Molina, J., C. Clapp, M. Shaffer, F. Chichester, and W. Larson: 1983, ‘NCSOIL - a model

of nitrogen and carbon transformations in soil: description, calibration and behavior’.

Soil Sci. Soc. Am. J.47, 85–91.

Molz, F.: 1981, ‘Models of water transport in the soil-plantsystem: A review’. Water

Resour. Res.17, 1245–1260.

Monteith, J.: 1965, ‘Evaporation and the environment’.Proc. Sympos. Soc. Exp. Biol.19,

205–234.

Monteith, J.: 1981, ‘Evaporation and surface temperature’. Quarterly J. Royal Meteo. Soc.

107, 1–27.

Mosier, A. and G. Hutchinson: 1981, ‘Nitrous oxide emissions from cropped fields’.J.

Environ. Qual.10, 169–173.

Mosier, A., W. Parton, D. Valentine, D. Ojima, D. Schimel, and D. Delgado: 1996, ‘CH4
and N2O fluxes in the Colorado shortgrass steppe. 1. Impact of landscape and nitrogen

addition’. Global Biogeochem. Cycles10, 387–400.

Mualem, Y.: 1976, ‘A new model for predicting the hydraulic conductivity of unsaturated

porous media’.Water Resour. Res.12, 513–522.

Mualem, Y. and G. Dagan: 1978, ‘Hydraulic conductivity of soils: Unified approach to the

statistical models’.Soil Sci. Soc. Am. J.42, 392–395.

Nassar, I. N. and R. Horton: 1992, ‘Simultaneous Transfer ofHeat, Water, and Solute in

Porous Media: I. Theoretical Development’.Soil Science Society of America Journal56,

1350–1356. TY - JOUR M1 - 5.

Nihlgard, B.: 1985, ‘The ammonium hypothesis - an additional explanation to the forest

decline in Europe’.Ambio14, 2–8.

Nimah, M. and R. Hanks: 1973, ‘Model for estimation of soil water, plant, and atmospheric

interrelations: I. Description and sensitivity’.Soil Sci. Soc. Amer. Proc.37, 522–527.
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Zurmühl, T.: 1998, ‘Capability of convection-dispersiontransport models to predict tran-

sient water and solute movement in undisturbed soil columns’. J. Contam. Hydrol.30,

101–128.
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